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EXECUTIVE SUMMARY

This document presents a final report to the Office of Naval Research for the research program enti-

tled "A Theoretical Search For Superelocity Semiconductors". This program has been funded by ONR

since 1974 in the Department of Electrical and Computer Engineering at N.C. State University . he

research has resulted in ore than 65 refereed publications and numerous conference presentations from

its inception Major contributions to the field of hot electron transport and semiconductor device model-

ing have been achieved, new computational methods have been developed (e.g. path integral Monte Carlo

techniques), and the work has helped stimulate commercial ventures in the applications of quaternary

semiconductor materials to electronic and optical devices) In addition, there have been twenty-four Ph.D.

and M.S. students who have received degrees at-.C. State University with research support from this

contract. Three visiting faculty membersfrom Japan came to the University to work with the faculty

investigators supported under this-ONR contract during the 1979-1983 time period. A visiting professor

from the French CNRS Microstructures and Microelectronics Laboratory in Bagneux (near Paris) spent a

sabbatical year at.N.C. State during 1988-89, and he devoted full-time working on this program at no cost

to ONR. During the current funding period, a visiting scholar from China is a member of our research

group working on projects which directly impact this ONR program.

This initial phases of this work centered around the development of Monte Carlo simulation tech-

niques which allow the study of detailed physics of hot electron transport in a variety of compound sem-

iconductor materials. original emphases were concerned with electronic materials phenomena. Later

work considered the utilization of these materials in realistic device structures where physical boundary

conditions must be imposed on the carrier transport. More recently, the work has focused on the domain

of ultra-small materials and device phenomena where microscopic non-local transient effects such as

velocity overshoot, ballistic and nearly-ballistic transport, and quantum transport become important or

dominant. During the past four years we have begun new research into the applications of the Feynman

"integral over paths" approach to quantum transport as well as the study of hot electron effects in new
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device structures, such as the hot electron spectrometer, heterojunction bipolar transistor, small dimension

metal-semiconductor-metal photodetectors, and delta-doped high electron mobility transistors. Also, we

have been exploring some new approaches to device modeling which combine the Monte Carlo method

with the method of moments of the Boltzmann transport equation (hydrodynamic transport model) for

studying specific device structures, such as small-dimension n' -n-n+ majority carrier devices and the high

electron mobility transistor. During the past year we have incorporated quantum correction terms into the

hydrodynamic model and applied this model to resonant tunneling structures. Quite recently, we have

applied a new ansatz distribution function as a constitutive relation to close the moment equations in the

hydrodynamic transport model. Initial results of this approach have been physically satisfying and com-

putationally promising. New work on the theory of optical phonon modes in heterostructures has demon-

strated the importance of the effects of reduced dimensionality on transport dominated by the LO phonon

interaction near heterointerfaces. As a result of this work, a new concept for velocity enhancement it

pseudomorphic device structures has been presented to ONR.

During the last report periodbe focused our efforts on new research in four areas along with the

continuation of our basic research directions encompassing the study of hot electron transport in materials

and devices. These four areas included 1) the study of quantum transport in resonant tunneling and

related ultra-small heterobarrier device structures using the Feynman path integral and the transmission

matrix method, 2) the study of the physics of hot electron and heterojunction device structures, 3) some

new approaches to the merging of Monte Carlo methods with moment equation methods with resulting

improvements to the hydrodynamic transport model, and 4) new Monte Carlo simulation in order to study

pseudomorphic devices, delta-doped structures, and submicron MOSFETs. L ) --
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1.0 INTRODUCTION

In October, 1974, the Office of Naval Research initiated sponsorship of a basic research program in

the Department of Electrical and Computer Engineering at North Carolina State University. The general

goal of this research program has been and continues to be the investigation of high-speed carrier tran-

sport in III-V compound semiconductors, III-V alloy materials, other advanced electronic and optical

materials, and novel device structures which utilize these materials. Four faculty members at N. C. State

have been primarily involved and supported by this project. They are M. A. Littlejohn, J. R. Hauser and

T. H. Glisson, presently Professors in the ECE Department, and Dr. K. W. Kim who joined the ECE

faculty in August, 1988 and who has served as a P1 on the effort since January, 1989. This research pro-

gram has made significant contributions to the understanding and knowledge base of hot electron tran-

sport in materials and devices. It has provided scientific guidance to the U. S. Navy in the formulation of

a part of its basic and applied research program. Numerical concepts developed under this project have

been transferred to other Universities, including the University of Illinois, and we continue these inter-

institutional collaborations. During the past year, two faculty members and two graduate students from

NCSU spent extended time with Prof. K. Hess. Director of the National Center for Computational Elec-

tronics at the University of Illinois. Also, during the last year, collaborations with Dr. H. L. Grubin of

Scientific Research Associates, Inc. and Dr. G. J. lafrate of the U. S. Army Research Office in the area of

quantum transport in semiconductor devices have been initiated. Also, our research results have helped

stimulate commercial ventures, particularly in the development of GaInAsP-based materials and devices.

To-date, this program has resulted in 57 referred publications in the literature, 3 additional manuscripts

are currently in press, and 8 manuscripts have been submitted or are in preparation for submission to the

technical literature. A listing of these publications is given in Appendix A. In addition, numerous invited

talks and presentations have been given at conference- and workshops throughout the United States and

in other countries. The program has contributed significantly. to the educational program at N. C. State

University with more than twenty-five Ph.D., M.S. and undergraduate students having received support
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under this ONR contract. Currently, four Ph.D. students are working toward their degrees on this project.

Two of these Ph.D. students are U.S. Citizens. A visiting scholar from China is also working on research

related to this program.

This ONR program-has been efficient and productive. The high quality of this research will con-

tinue to be maintained in the future. This report will summarize the progress and accomplishments made

during the past twelve-month ONR reporting period.

2.0 RESEARCH RESULTS

2.1 Background

Since its inception, semiconductor technology has been stimulated by requirements for electronic

systems with ever-increasing capabilities to process information faster, more functionally and more

efficiently. These requirements have motivated the scaling down of integrated circuit (IC) device dimen-

sions into the submicron (less than ten thousand angstroms) and ultrasubmicron (less than one thousand

angstroms) regions. Today, we have entered an era where nanostructure physics and fabrication motivate

our research efforts in semiconductor electronics [1]. As fabrication technology has allowed such devices

to be realized, many new and fundamental questions have emerged concerning the underlying physics of

small (atomic level) dimensions in semiconductor devices. Important issues now under consideration for

ultrasubmicron devices include nonequilibrium transport dealing with such topics as quasi-ballistic tran-

sport, overshoot phenomena and quantum transport. A great deal of progress has been achieved in our

understanding of these important device effects, although major work remains to be done as our ability to

fabricate very small electronic device structures continues to expand and mature [2,3].

The ability to fabricate small devices has been continually refined over the last ten years through

impressive improvements in materials growth technologies. Molecular beam epitaxy (MBE), metalor-

ganic chemical vapor deposition (OMCVD), and atomic layer epitaxy (ALE) have provided the capability
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to fabricate a wide variety of materials and heterostructure combinations with near perfect interfaces,

doping control and compositional uniformity witii atomic level dimensions. The development of ALE

may very well prove to be the ultimate growth technology since it allows the deposition of one monolayer

of device quality materials through a controllable, self-limiting mechanism, and is especially useful for

the deposition of heterojunctions [4]. The ability to grow layers with dimensions of a few angstroms

opens the domain of quantum transport to experimental study and verification. Thus, topics resulting

from size quantization in condensed matter must be investigated from theoretical viewpoints with tools

which are either partially developed or through the development of new tools which are not now avail-

able. Quantization effects arising from geometrical size constraints, proximity effects resulting from

closely packed arrays of devices, and general solid-state considerations not heretofore considered ques-

tionable (effective mass approximation, the role of contacts and the like) must be addressed from a funda-

mental point of view. Moreover, from a device physics point-of-view, it is desirable to have a microsP

copic description of the physics of small dimensions which is amenable to phenomenological treatment,

so that its properties can be meaningfully incorporated into futuristic device concepts and simulations.

Theoretical methods to address carrier transport have also progressed rapidly over the last ten-

fifteen years, in a manner similar to research in semiconductor thin film epitaxial growth technology. In

fact, this is a natural progression in many ways and is to be expected. The progress achieved in materials

growth of structures with quantum dimensions dictates that new approaches be developed and refined to

study quantum transport phenomena. However, a significant change in direction is now warranted. Past

transport theory and device modeling approaches have relied on particle or quasi-particle approaches

where the electrons are treated as rigid mobile entities which undergo interactions with the transport

medium. The treatment of the interaction often involves wave concepts. However, the model is basically

a particle model. In the current regime of quantum transport, we may no longer be able to consider the

carriers as particles. It is quite likely that their physical behavior will be governed either partially or com-

pletely by wave phenomena.
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The quasi-particle methods attempt to retain as much of the classical formalism as possible in order

to be able to express results in terms of parameters which are of the greatest experimental interest, such as

carrier velocity and diffusion constant. This is a flexible approach. However, much care is required to

ensure that all important effects are properly included because of the approximations involved in the for-

mulations. On the other hand, more fundamental quantum approaches, such as operator-eigenfunction

methods, adhere closely to the actual quantum states present in the device structure when scattering is not

included. Scattering processes (dissipation) can be added using perturbation theory from quantum

mechanics. These techniques can obtain the greatest sensitivity to the resulting carrier confinement and

the lattice potentials. However, they are relatively inflexible in studying non-linear dynamical properties

in the presence of strong dissipation, such as is present in the electron-phonon interaction at high electric

fields.

Another approach to quantum transport relies on the "integral over paths" method, originally pro!

posed by Dirac and formulated by Feynman [5]. Path integral methods rely on an influence functional

technique in which the source of the dissipation has been integrated over all phonon modes. This results

in a model influence functional where the phonon-scattering dissipation can be represented as an interac-

tion with a collection of harmonic oscillator modes in which the translational invariance of the carriers is

preserved. The resulting model includes constant or oscillatory electric and magnetic fields, carrier

screening, scattering and dissipation, carrier confinement, background temperature and initial conditions

can be dealt with as readily as for a free particle [6].

The work at N. C. State University supported by the ONR has progressed over the past fifteen years

from the realm of particle models to quasi-particle models to quantum transport models. We have relied

primarily on the Monte Carlo method to study and solve transport problems in III-V compound semicon-

ductors. Our techniques for modeling materials physics and device phenomena extend to device dimen-

sions around one thousand angstroms [7-8], and we are confident in these models for predicting steady

state and transient device effects down to these dimensions. However, in order to remain in the forefront

of transport physics and device research, we must continue and increase our progress into the realm of
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dimensions where physical effects can be studied in device regions with dimensions less than one

thousand angstroms.

As one new direction for our research, we have chosen to pursue the path integral method. This is

in contrast to other methods now being studied and supported by ONR, such as the application of the den-

sity matrix formalism and Wigner distribution function approaches including the use of moment equa-

tions [9]. We have made substantial progress in the path integral approach during the past four years and

we believe that path integral methods will play an increasingly more significant role in developing an

understanding of quantum transport in devices. Currently, we are aware of only one other U.S. univer-

sity program directed toward applying the path integral method to semiconductor devices. This is the pro-

gram at the University of Illinois under the direction of Prof. Karl Hess. Our program is very complimen-

tary to the one at Illinois, and we are in fact collaborating with those personnel through the use of the

NSF Supercomputing Center and the National Center for Computational Electronics there. One of out

former students who recently finished his Ph.D. degree joined Prof Hess' group in January, 1990 and thus

we expect this interaction to increase. We propose to spend a major effort collaborating with Prof. Hess'

group in applying the path integral to specific device structures such as mesoscopic devices [10] during

the next year. thereby further establishing its utility as a method for modeling quantum transport in dev-

ices. In addition, we will continue to explore the-Monte Carlo transport method for study of novel device

structures where theoretical underpinning is required. One particular class of devices which we will con-

tinue to study is based on hot electron injection across potential barriers (e.g. heterojunctions and planar-

doped barriers) where the transport mechanisms which determine device behavior are poorly or incom-

pletely understood. Of great importance here is the fact that these devices offer the potential to compare

experiment and theory. Also, these devices can be used to aid in our understanding of quasi-ballistic tran-

sport [3]. For example, we have explored the concept that ballistic-like behavior can be predicted even

when scattering effects are significant [11]. The type of scattering and the range of carrier energies are

critical in this regime. Another novel class of structures which will also be studied in detail by the Monte

Carlo method is based on the rapidly-emerging pseudomorphic or strained-layer devices. These
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structures permit extended compositional ranges and, thus, have a number of potential advantages such as

higher transconductance and channel carrier density. Recent studies on strain-induced piezoelectric fields

have opened yet another possibility in realizing ultra-fast switching devices, resulting in an increased

importance on the study of carrier transport in these devices. Other novel devices which are currently

being analyzed include delta-doped field-effect transistors and quantum well structures, based on studies

which have begun during the past year. Finally, we have initiated research which incorporates Monte

Carlo methods into the quasi-particle approach based on moments of the Boltzmann transport equation

with quantum mechanical corrections. Preliminary results show the utility of this approach for modeling

microwave and millimeter wave devices which are important to the DoD's MMIC program.

We want to re-iterate the important interactions which have developed between our research group

and other researchers during the last year. These interactions increase the impact of this program on the

field of semiconductor device physics and allow our research efforts to be far more productive througg

increased intellectual efforts and enhanced facilities and resources. During the 1990 funding period, we

have intensified our research collaborations with Prof. K. Hess at the University of Illinois, Dr. H. Grubin

of Scientific Research Associates, and Drs. M. Stroscio and G. lafrate of the U. S. Army Research Office.

These research collaborations have resulted in several joint publications based on mutual research

interests, expertise and capabilities. There have been several visits between these laboratories and the

logistics for increased collaborations are excellent.

2.2 Summary of Research Results

2.2.1 Ouantum Transport

This section will be divided into two parts. The first section will provide a summary of the current

status of our work on the development of Path-Integral Monte Carlo (PIMC) methods for the study of the

electronic properties of ultrasmall devices. The application of PIMC is based on the Feynman path-

integral (FPI) formalism of quantum mechanics. The second section will provide a demonstration of

PIMC methods in the calculation of carrier-phonon coupling effects. In particular, carrier self-energies
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are calculated by PIMC techniques for a single-crystal semiconductor (GaAs) and for GaAs quantum

wires as a function of wire size.

A. Summaty of Path-Integral Monte Carlo (PIMC) Research For Ultra-Small Device Applications

A.l. Introduction

Proper treatment of scattering processes such as charge-carrier-phonon coupling is crucial for accu-

rate modeling of the electronic properties of semiconductor devices. A powerful and conceptually

appealing treatment of carrier-phonon coupling is provided by the Feynman Path-Integral (FPI) formal-

ism of quantum mechanics [5,12]. The power of the FPI formalism in treating coupling processes was

demonstrated first in quantum electrodynamics (QED) [13], but soon its advantages in the formally simi-

lar treatment of carrier-phonon coupling in bulk semiconductors also was realized [14]. Further, the

reduction in device sizes to dimensions on the order of the thermal de Broglie wavelength of charge car-

riers offers few conceptual difficulties for the full quantum mechanical FPI formalism, while greatly

reducing the value of the semiclassical treatment of carrier-phonon scattering as spatially localized,

instantaneous events. However, the reduction of device dimensions does pose great practical problems to

application of the FPI formalism. For analytical evaluation, both the device potentials and the net effects

of coupling potentials must be modeled as either linear or quadratic in the carrier coordinates to make the

calculations tractable. Thus, while a variational technique introduced by Feynman [14] has been used

with great success to model carrier-phonon coupling in bulk semiconductors [15-20], extension of the FPI

formalism, analytically, to the study of ultrasmall structures has been slowed, though not halted [21-23],

by approximations required to model built-in device potentials.

The alternative to analytical evaluation of FPIs is, of course, numerical evaluation. In this section,

the feasibility of numerical evaluation of FPIs in ultra-small device applications is considered. In Section

A.2 the FPI formalism is reviewed briefly. In Section A.3 a practical path-integral Monte Carlo (PIMC)

method for equilibrium calculations is described. In Section A.4, various basic nonequilibrium PIMC

methods and their limitations are presented. Because, to the best of our knowledge, no nonequilibrium
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PIMC method has proven widely applicable to ultrasmall device modeling, the goal in this latter section

is to exhibit the fundamental problems yet to be overcome.

A.2. FPI Formalism

In quantum mechanics, the time evolution of a particle's wave function T'(x,t) can be obtained from
45!

T(xb, tb) = f K(Xb,tb;x,,ta)P(xa,.ta)dxa where K (xb,tb;Xa,ta) is the quantum mechanical propagator or

Green's function. In the FPI formalism K (Xb,tb;Xa,ta) is given by

K(Xb,tb;Xala)- f exf f J (-.mi(t) - V[x(t)]) dt Dx(t) (1)

Xb

1 ., It

where -mx-(t) is the kinetic energy, V[x(t)] is the potential energy and the j Dx(t)" is a notationaL
2

convenience signifying an integral over all conceivable paths x(t) from point x, to point Xb [5,12]. To

evaluate Eq. (1), the integral over paths, the "path-integral", must be subdivided; i.e., the paths must be

broken down into, for example, straight line segments or Fourier components [5]. Also, by considering

imaginary-time arguments in the propagator, it can be shown that the equilibrium density matrix subject

to a Maxwell-Boltzmann distribution in energy at temperature T is given by

Xbb I Xa;T
p(Xbx;T)= f exp -- + V[x(t)])d Dx(t) (2)

where kB is Boltzmann's constant [5]. For both equilibrium and nonequilibrium calculations, the net

effects of coupling charge carriers to harmonic systems, e.g. phonons, can be incorporated exactly into

path-dependent influence functionals inside the path-integrals [5]. Though this property is largely the

motivating force for developing numerical FPI tecluiques for ultrasmall device applications, inclusion of

influence functionals is not a primary obstacle to the development of these techniques and their considera-

tion here would complicate the discussion needlessly.
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A.3. Equilibrium (Imaginary-Time) PIMC

For numerical evaluation of FPIs, to achieve a reasonable degree of resolution in the path

configurations, the number of path segments or Fourier components used to describe the paths, though

finite, must be large. The resulting high dimensional (path) integral inherently is no amenable to evalua-

tion by uniform sampling techniques and, thus, path-integral Monte Carlo (PIMC) methods must be used.

Though there are a variety of methods for numerically evaluating imaginary-time FPIs (24], the method

most amenable to ultrasmall device applications appears to be direct sampling [25,26]. Paths xn(t) are

selected stochastically with a probability

ii/kBT
p[Xn(t)] ex -i m2 (t)d .(3)

The equilibrium density matrix then is obtained from

P(Xb.xa:T) = PXb,Xa;T) - Yexp - 1  VLXn(t)] d (4)
N n=1 k 0

where pIxb,xj,:T) is the free-space density matrix and N is the total number of sample paths. Despite - or,

more accurately, because of - the simplicity of this method, it has several properties that allow its practi-

cal application to modeling equilibrium charge carrier behavior in ultrasmall devices: (1) Either in terms

of Fourier coefficients of using a sequential bisection technique [27], paths can be selected from Gaussian

probability distributions with no unwanted correlation between successively-generated paths. (2) Paths

can be stored and reused to model various potential structures and can be normalized readily with respect

to temperature, and, thus. the generation of paths is in effect a start-up cost. (3) By reusing paths, small

changes in the density matrix between similar potential structures can be evaluated accurately, including

changes much smaller than the statistical fluctuations obtained in evaluation of each structure indepen-

dently. (4) Energy values can be obtained directly from the probability density normalization constants.

(5) Because it is a Monte Carlo technique, little additional cost is incurred in treating potentials that vary
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in multiple dimensions, e.g. the charge-carrier-phonon coupling potential. With this equilibrium PIMC

method, for example. energy level splittings in coupled quantum well systems of a few percentage points

of the nominal value can be accurately resolved in about an hour on a VAXstation 3200 [26]. Though

such calculations can be performed more readily using other, non-PIMC techniques, these latter tech-

niques are not as amenable to physically accurate treatment of charge-carrier-phonon coupling processes

in ultrasmall devices. With PIMC, however, it should be a straightforward procedure to introduce these

coupling processes into future calculations.

A.4. Noneguilibrium (Real-Time) PIMC

Though nonequilibrium and equilibrium FPI calculations pose similar analytical computational

problems, nonequilibrium PIMC calculations pose far more severe numerical problems than do equili-

brium PIMC calculations. For nonequilibrium calculations, because the argument of the exponential in

Eq. (1) is purely imaginary, these is no inherent normalizable probability distribution from which paths

can be chosen stochastically. A variety of methods have been tried to overcome this fundamental prob-

lem. The most direct is to impose a decaying probability distribution for selecting paths away from clas-

sical paths, and then increase the spread in the distribution function until the solution converges [28].

Another functionally related method is suggested by rewriting Eq. (1) in the equivalent form,

Xb Xb[
K(Xbth:xata) = f fw[x'(t) - x(t)] ex f (mx 2  (t)l)d Dx'(t)Dx(t), (5)

X, X, f t

where w[x'(t)-x(t)] is a normalized window in x'(t) about x(t) [29,30]. The window is taken small

enough that the potential function may be approximated either linearly or quadratically within the win-

dow. Therefore, the path-integral over x'(t) can be performed analytically. The result of the first integral

is a function of x(t) that. not coincidentally, decays away from classical paths providing a normalizable

probability distribution for selecting paths. Therefore, the second integral can be performed using PIMC

techniques. With both of these methods the absolute value of the contribution for each sample path, an
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exponential in a purely imaginary argument, is independent of the resolution in the path configurations,

i.e. of the number of path segments or Fourier terms per path. However, also with both methods, the

average value of these contributions decreases geometrically with linear increases in the resolution in the

path configurations. Consequently, the required number of Monte Carlo samples increases geometrically

with linear increases in path resolution, limiting these methods to short time transient applications. A

fundamentally different approach is provided by viewing real-time FPIs as the analytic continuation of,

for example but not restricted to, imaginary-time FPIs. For one such method [31,32], first, values of a

FPI along the negative imaginary-time axis, where the FPI takes the form of Eq. (2) but with If/kBT

replaced by the magnitude of the imaginary-time period, are found using equilibrium PIMC methods.

Next, some type of curve fit to the imaginary-time solutions is performed. Last, an analytic continuation

back to the real-time axis is made for the curve fit. However, this approach has been limited by instabili-

ties that arize during the analytic continuation of the curve fit, though not necessarily from the curve fit af

evidenced by the next method. The next and final nonequilibrium PIMC method presented, another ana-

lytic continuation method but one that requires no curve fit, is analogous to and can be derived from the

direct sampling equilibrium PIMC method described in Section A.3. Path variations x',(t) from the con-

stant velocity path x,)(t) from xa to Xb are chosen with a probability

tbp[xn(t)] exp- J i .Li'(t)dt}- (6)

The real-time FPI then is obtained from

K(Xb~tbX,,,(,1 K bt,.%t), exp -f V[xo(t) + x'(t)eil-]dt (7)K(xb,th~xa,ta) = KrX~bx~,) , x=t J(t)+

where K,{xb,tb;x.,t,) is the free-space propagator [33,34]. Here, analytic continuations are performed for

each sample before summation. Beyond returning the time argument to the real-time axis, the effect of

the analytic continuations is to displace the previously selected path variations into complex position
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space where, presumably, the .analytic continuation of V(x) is known. The value of the real-time FPI, in

theory, then can be found by summing the results of the individual analytic continuations. Unfortunately,

for potential functions that are analytic everywhere in the complex plane, as the size of the path variations

K/kBT

x'n(t) increases, the magnitudes of exp - - V[xo(t) + xn(t)eif/2]dt tend to increase much faster than

the probabilities for selecting the path variations decrease. Therefore, excluding linear and some qua-

dratic potentials - for which analytic solutions exist already - and near diagonal elements of the propaga-

tor for certain barrier potentials for short time periods, the summation of Eq. (7) does not converge abso-

lutely - and possibly not at all. Thus, again the numerical solutions are unstable. An interesting alterna-

tive would be to use potentials functions that are analytic and bounded everywhere in the complex plane

except at isolated poles: however, it is not clear what theoretical and practical effects the resulting intro-

duction of essential singularities into the calculations would have.

A.5. Conclusion

With existing methods, PIMC offers a practical approach to modeling the equilibrium electronic

properties of ultrasmall devices, an approach that should provide physically accurate treatments of

carrier-phonon coupling processes in the future. In contrast fundamental computational problems so far

limit existing nonequilibrium PIMC methods to short-period transient-time applications. While future

increases in computer power should allow transient-time applications of somewhat longer time periods

with existing methods, it appears that new PIMC methods must be found to fully overcome these prob-

lems and allow modeling of long-period transient-time and steady-state nonequilibrium behavior. How-

ever, the great advantages that would be offered by a practical, widely applicable nonequilibrium PIMC

method, for modeling charge-carrier transport in ultrasmall devices as well as in other areas of research,

motivate a continued search.
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B. Self-Energy Calculations: An Example of the Application of PIMC Methods

As a demonstration of the use of the PIMC method to calculate carrier-phonon coupling effects, in

this section carrier self-energies are calculated for free-space (single crystal) as a function of temperature,

and for "quantum wires" as a function of wire size at 77.3K and 300K. After Degani and Hipolito [34],

the self energy Z at finite temperatures is defined by

= <E> - <EO> (8)

where <E> and <E,> are the polaron and uncoupled carrier expected energies as defined by

d F 
d(<>) kT 

(9)

kBT

where F is the free energy of the system [5], kB is Boltzmann's constant, and T is the absolute tempera-

ture. The values of <E> and <Eo> are calculated from Eq. (9) using Metropolis importance sampling and

a finite difference approximation [26].

Figure I shows the PIMC calculated free-space self-energies of electrons in GaAs as a function of

temperature from 10K to 1000K. The solid curve is for only one path set, but the error bars at 77.3 and

300K show the small (0.12% and 0.24% respectively) RMS deviation based on 10 path sets at these

points. Because there was no varying potential energy function to consider, the cpu time required for

each such calculation beyond that required to calculate the influence functionals was negligible. The

dashed curve at low temperatures kBT K lico, shows results based on the variational method calculations

of finite temperature free-energies of Saitoh [36]. The calculations appear to converge at very low tem-

perature, but the PIMC results demonstrate a somewhat more rapid falloff in self-energy with increasing

temperature that the variational results, though in either case the falloff is extremely slow. The qualita-

tive structure of this self-energy vs. temperature curve has been exhibited previously by Degani and

Hipolito [35] using a variational FPI method: however, quantitative comparison is not possible because

their results were given for quantum wire structures, to be considered below.
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Figure 1. Electron free-space self energies as a function of
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Figure 2a and 2b display the means and RMS deviations in PIMC calculated self-energies of square

quantum wire structures (carrier confinement in two dimensions) of widths varying from OX and 200A.

The quantum well depth was taken to be 0.2158eV. Each such calculation, a combination of two separate

free-energy calculations, required approximately two hours of cpu time on the VAXstation 3200 at 77.3K

and one-half hour at 300K. For reference, the isolated closed circles in Figs. 5.2a and 5.2b are OK,

infinite well depth results obtained analytically by Degani and Hipolito [37] using a variational non-FPI

method. The large RMS deviations in the PIMC results at 77.3 for the midrange of well widths is the

result a large majority contribution to the probability density from a small minority of the stochastically

sampled paths. However. again, the RMS deviations shown here are for sets of only 1,000 paths each and

can be reduced readily by increasing the number of paths used; the root of the expected mean-square

deviation of the man found here for all ten path sets from the true mean is one-third that shown. At first

for both temperatures, judged by the means, the PIMC obtained self-energies increase as the well width

decreases and the electrons become more localized. However, as the well narrows further, the self-

energies begin to decrease again, the result of reduced electron confinement as the electron energy levels

are forced up and out of the well. The OA limit is just the free.space condition again as the quantum well

vanishes. This ultimate decrease in self-energy with well width, of course, is not obtained under an

infinite well depth approximation for which carrier confinement to the well is complete regardless of the

wire dimensions [35,371. As can be seen, judged by the means and allowing for the 0.0034 11(o and,

0.0075 11o) free-space energy shifts from OK to 77.3K and 300K, respectively, exhibited in Fig. 1, the iso-

lated OK non-FPI-method results of Degani and Hipolito agree well with the PIMC results obtained here.

However, the agreement of their variational FPI-method results mentioned above to both the PIMC

results and-their own non-FPI results is poor. In particular, inexplicably, at a width of 100A their FPI-

method results at both OK and 77.3K exhibited no significant confinement effects on the electron self-

energies, in marked contrast to both the PIMC results and their own non-FPI-method results. This lack of

agreement, perhaps. can be considered a testament to the difficulties involved in applying the FPI formal-

ism analytically in ultrasmall devices structures.
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2.2.2 Monte Carlo Study of Ballistic and Quasi-Ballistic Transport in Semiconductors

This section summarizes our research which deals with electron transport across potential barriers.

We have studied two particular types of barriers, which are the planar-doped barrier and the abrupt

heterojunction barrier. While much of the following discussion focuses on the planar-doped barrier, the

results are more generic and seem to apply to potential barriers in general, at least where the potential

changes (variations) occur over distances smaller than the electron mean free path at the total barrier

energy. The general nature and applicability of the physical effects and resultant physical models merit

further investigation.

The distribution function experiences fundamental changes when an ensemble of carriers passes

through an abrupt potential barrier. By imposing continuity of total particle energy and the parallel com-

ponent of wave vector, there are two important consequences on the velocity distribution function. First,

the normal component of the velocity vector is shifted to high positive values by an amount equal to the

ballistic velocity: that is, the velocity gained by a particle accelerated without collisions through a poten-

tial energy equal to the barrier height. Secondly, the width of the distribution is reduced by the non-

parabolicity of the energy bands and by the reduction of the effective mass in crossing the barrier (pro-

vided this is the case). This effect is substantial, producing an extreme non-equilibrium distribution func-

tion with excess energy (for barrier heights well above the thermal energy) and a large forward com-

ponent of momentum. This situation is much the same for realistic barriers. For abrupt heterojunctions

with interfacial space charge layers, the injected velocity distribution function is essentially indistinguish-

able from an ideal abrupt barrier. For planar-doped barriers, where carrier injection occurs over a finite

high field region a few hundred angstroms thick, the velocity distribution function differs only slightly

from an ideal abrupt barrier. In this case, there is a "tail" in the velocity distribution which decreases

toward zero from the ballistic velocity. Thus, the planar-doped (or delta-doped) barrier is not quite as

effective in transferring the barrier energy to the ensemble due to scattering events in the high field

region. However, the basic nature of the velocity distribution function remains phenomenologically simi-

lar to that for an ideal abrupt barrier.
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The particle motion away from these barriers is not controlled by normal diffusive processes with

diffusion velocities of around 5 x 106 cm/sec. The extreme non-equilibrium transport allows for more

than an order of magnitude increase in the ensemble average velocity (-10 8 cm/sec) over short distances

while the non-equilibrium populations are reduced to related (or thermal) distributions through isotropic

scattering events which tend to randomize the distribution of particle velocities. The transport of the

ensemble during this transition period is very important to high-speed device behavior. However, it is

very difficult phenomena to incorporate in device simulation and models.

In 1985, two groups reported experimental evidence for hot electron transport in barrier injection

devices [38,39]. These and later results established the existence of a peak in the electron energy distri-

bution function at the barrier injection energy [40,41]. This peak, observable a significant distance from

the barrier, was attributed to ballistic transport in both homojunction planar-doped barriers and hetero-

junction barriers.

Recently. Hess and lafrate explored these results in an effort to elucidate further the processes of

ballistic transport and velocity overshoot [42]. They developed definitions for these terms, classified the

basic experimental results, and concluded that, while the basic physics of ballistic transport is well under-

stood qualitatively, much quantitative work remains to be done, especially with respect to device applica-

tions.

The purpose of this study is to investigate transport in the base region of GaAs planar-doped bar-

riers used as ballistic launchers. Our results expand the definitions of Hess and lafrate and further classify

electronics in the velocity distribution function as to their role in ballistic and quasi-ballistic transport in

semiconductors.

The basic structure of a planar-doped barrier has been discussed at length in the literature [38-43].

Ideally, the device has a triangular potential barrier represented by two regions of constant electric field

strength. A plan-doped barrier transistor (PDBT) is formed by constructing two such barriers separated

by a base region with zero electric field strength. From Monte Carlo simulations, the electron velocity



17

distribution function at the top of the barrier has been found to be a Maxwellian distribution with essen-

tially no negative velocity electrons [43]. This distribution is also that found in the abrupt emitter of

heterojunction bipolar transistors (HBTs) [44]. this is an ensemble effect in both devices since, once an

electron is transported over the barrier, the probability for back-scattering is very small [42-44]. These

conditions correspond to those originally described by Bethe for thermionic current in Schottky diodes

[8], and have been verified carefully for HBTs using Monte Carlo simulations [44]. Thus we concluded

that the emitter current of a PDBT, as well as an HBT, is primarily a thermionic current.

The velocity distribution function at the edge of the base region consists of two components. First,

there is a very narrow peak centered at a high velocity. This velocity equals the theoretical free-flight

velocity calculated for an electron accelerated in a non-parabolic band gaining kinetic energy equal to the

barrier height (field time distance). Also, there is a small tail in the distribution function extending from

zero velocity, increasing with velocity and merging with the narrow peak. This is very similar to the cast

for an HBT [441, although the presence of the tail shows that the planar-doped barrier is not as effective s

the abrupt emitter barrier of an HBT in orienting the electron velocity in the transport direction.

As the electrons are transported from the emitter into the base, there is a change in the velocity dis-

tribution function. This effect is shown in Figure 3 where two dominant features can be seen. The first is

the peak discussed above centered at the free-flight velocity. This narrow peak remains for a substantial

distance into the base beyond the mean free path length. However, the emergence of a very broad peak

centered at a low velocity can be seen also. Thus, there is a redistribution of the electrons from the nar-

row peak to the broad peak, suggesting that some electrons have been transported far into the base with

either no interactions or else interactions with small deviation angle and energy loss. Other electrons

have experienced isotropic, velocity-randomizing interactions leading to a velocity-relaxed population

that contributes to a highly diffusive current (Maxwellian distribution). Again, the same phenomena

occurs in an HBT [441. Thus, it appears that electrons in the base of a PDBT (and an HBT) can be

divided iao three generic populations, ballistic, quasi-ballistic and velocity-relaxed. This classification is

consistent with the definition for nearly-ballistic transport given by Hess and lafrate [42].
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In order to investigate the proposition that the total electron distribution can be divided into three

populations. we have performed Monte Carlo simulations using the following three definitions.

i) An electron is in the ballistic population until it experiences one interactions.

ii) An electron is in the quasi-ballistic population if it experiences very few (:N) anisotropic interac-

tions. As anisotropic interaction is defined as an interaction in which the angle between the initial

and final electron velocity following an interaction is less than a threshold angle, Ea. Here, Ea and

N will be determined empirically from the Monte Carlo simulations.

iii) An electron is in the velocity-relaxed population if it experiences one or more isotropic interactions

E > Oa, or more than N anisotropic interactions.

Monte Carlo simulations with several values of 0 a and N were performed and the velocity distribution

functions of the ballistic (fo), quasi-ballistic (f, to fN) and velocity-relaxed populations (fT) were com-

puted 50nm into the base region from a 0.225eV barrier. The purpose of the simulations was to identify

0a and N such tha! the narrow peak in the total velocity distribution mainly is due to the ballistic and

quasi-ballistic populations, and the broad peak is due to the velocity-relaxed population. Figure 4 shows

the results of these simulations. In this figure, we plot the area under the function [ft - (f( + ... + fN)]

versus N for different values of 0,, where f, is the total distribution. Also shown is the area under a Gaus-

sian function fitted to the broad peak in the total velocity distribution. From these curves, and from many

other simulations, we conclude that reasonable empirical values are N = 3 and e, = 700. The results of

these simulations support the concept that it is possible to deconvolve the two peaks of the velocity distri-

bution function using the simple criteria described above, and that the narrow peak is indeed due to ballis-

tic and quasi-ballistic electrons while the broad Gaussian peak is due to velocity-relaxed electrons. It is

interesting to note that similar simulations of HBTs have shown that the contributions to the base current

from the ballistic and quasi-ballistic populations are negligible for i > 3 [44]. This lends further support

to the generic definitions for the ballistic and quasi-ballistic .populations in ballistic launcher structures,
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and extends the definitions of Hess and lafrate [42].

An analytical model, based on the definitions for ballistic, quasi-ballistic and velocity-relaxed popu-

lations, has been developed in order to obtain quantitatively the spatial variation of the various physical

variables. The model is based on the decay of the electron flux, bi(x), of the ith ballistic or quasi-ballistic

population due to interactions in the base region. By developing a difference equation of bi, we can

describe the exchange of flux within the ballistic and quasi-ballistic populations for each differential

region of the velocity distribution. The resulting recursive differential equation is

d(D(z,vi) X a
= -- Oi(z,vi) + -- (_j(z,v-) (10)

dz vi  vi I

where k is the total scattering rate X. is the anisotropic scattering rate and vi is the electron velocity of

the ith population. The equation for each value of i can be solved analytically if X, and Xn, are assumed to

be constant. This assumption is valid for the energy range considered here. Thus, if we know the value

fo the flux of ballistic electrons z = 0, (b, (0,vo), we can solve for *i(z,vi) for i = 1 to 3. We obtain

4o(0,vo) from the expression for the velocity distribution function at the edge of the base [9]. Thus, we

can construct the velocity distribution functions, f1(z), of the i = 0 to 3 populations for all values of z in

the base. The electron density, ni(z), average velocity, vi(z), and current density, J,(z), of the i = 0 to 3

populations are calculated from the velocity distribution functions. The total ballistic and quasi-ballistic

current density, J,,b(z), is then given by

3
Jqb(Z) = Ei(z) = 'J1 (z) (11)

iO iO

Since the velocity distribution function of the velocity-relaxed electrons is Gaussian, the drift-diffusion

formalism can be used to calculate the population density, n,(z), of these electrons. This analysis results

in the following equations:

dn,(z)
Jr(z) = qD, dz + qpnEnr(z). (12)
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Monte Carlo simulations were carried out to validate this model. Electrons were injected from the

top of the emitter barrier with initial momenta selected from a semi-Gaussian function (only positive z-

directed momenta). An ideal collecting plane was assumed at the end of the base region. Figure 5 shows

the close agreement obtained between the model and Monte Carlo simulations for ni(z),Ji(z) and n(z).

The values of the total scattering rate, Xt, and the anisotropic scattering rate, Xan, obtained from these

curve fits were .138 x 1013/sec and 1.2 x 1013/sec, respectively. A comparison of these values with the

total scattering rate (- 1.2 x 1013/sec) used in the Monte Carlo simulations show that polar optical scatter-

ing is indeed the primary anisotropic scattering process in the range of energies considered here (less than

- 0.3 eV), and that the model can be used for any material once the total and anisotropic scattering rates

are identified for the particular study. Figure 6 demonstrates the results of applying such a model to a

GaAs planar doped barrier with a 0.225 eV barrier height. This figure shows that the current flow is dom-

inated by the quasi-ballistic transport for distances much greater than the electron mean free path befoit

the traditional drift-diffusion current begins to dominant. This same effect is observed from Monte Carlo

simulations of heterojunctions bipolar transistors 144]. In general, there is excellent agreement between

the model and Monte Carlo simulations.

In summary, we have classified electron transport in the base of a planar-doped barrier transistor in

terms of ballistic, quasi-ballistic and velocity-relaxed populations. Simle criteria have been developed to

define these populations in terms of the degree of anisotropy of the scattering and the number of anisotro-

pic interactions that an electron experiences during transport. Empirically, an interaction is classified as

anisotropic if the electron velocity deviates less than 700 due to the interaction. Also, the maximum

number of anisotropic interactions which an electron can experience and remain in the quasi-ballistic

population is empirically determined to be equal to three. These definitions allow the construction of a

simple-analytical model which describes the spatial variation of the ballistic and quasi-ballistic current in

the base region. This model agrees well with Monte Carlo simulations. Despite its simplicity, the suc-

cess of this model in describing the decay of ballistic and quasi-ballistic populations makes it useful in

device modeling that does not require intensive computer resources. At this stage, the model does not
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take into account the transfer of electrons to the lateral or satellite valleys, Thus, it is valid only for the

range of energies where intervalley transfer is negligible. However, the ideas presented here can be

extended to include the effects of intervalley scattering.

2.2.3 A Hydrodynamic Hot-Electron Transport Model

We have explored a new approach for modeling hot electron transport in submicron III-V com-

pound semiconductor devices during the past three years which we believe can have a significant impact

on the development of device models for microwave and millimeter wave circuit simulators, Currently,

this area is critical for the DoD's MMIC program, and there is an urgent need for computer-aided design

approaches in the development of high frequency electronic systems. Often the design of such circuits is

done empirically and by trial and error. We would like to contribute to the development )f an approach

to millimeter wave circuit design which is analogous to approaches now used in the design of silicog

integrated circuits. There are at least two needs for the implementation of such an approach. First,

models are required for the description of high frequency circuit effects brought about by the interactive

nature of circuits elements which are normahy considered discrete and isolated at low frequencies. Thus,

at very high frequencies, these elements cannot be considered as independent circuit elements intercon-

nected by lossless wires, but their mutual interactions must be considered as well as the nature and physi-

cal layout of their interconnections. Secondly, specific device models must be developed Which take into

consideration the nonequilibrium effects which occur and can dominate the performance of submicron

compound semiconductor devices. Examples are quasi-ballistic transport and velocity overshoot, which

are becoming practical limitations of current device structures rather than the esoteric topics they were

once considered.

We are addressing the need for increased physical understanding in device models through

advanced modeling concepts, such as the Feymnan path integral and, on a more practical level, through

the use of hydrodynamic approaches to device modeling. This (hydrodynamic) approach allows none-

quilibrium effects to be included in a rigorous way within device models which are more readily accepted
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by circuit and device engineers. These device models can be applied for dimensions which well exceed

the current technological limits of device fabrication.

The basic transport model used in this research is based upon the semiclassical hydrodynamic con-

servation equations for the average electron density, average electron momentum and average electron

energy. The general model includes particle relaxation times, momentum relaxation times and energy

relaxation times as a function of average carrier energy for the F, L and X conduction band valleys of

GaAs. The model also contains electron temperature tensors and heat flow vectors which also have aver-

age energy dependence. The relaxation times in the model result from intravalley and interalley particle

scattering and represent rates of exchange of particles between valleys and rates of loss of average

momentum and average energy between and within the individual valleys. The electron temperature ten-

sor and heat flow vector depend upon the electron velocity distribution about the average electron velo-

city and ultimately affect transport when spatial variations in average velocity and average energy exist.

In the initial stages of the project [47], the extreme heuristic assumption was made that the tempera-

ture tensor, heat flow vector and relaxation times were all simple functions of average energy. These gen-

eral transport parameters were then calculated using the Monte Carlo method in conjunction with the

ergodic principle applied directly to the integral definition for the parameters. This approach was taken to

approximately include the effects of nonparabolicity in the conduction bands and to make as few assump-

tions as possible about the form of the electron distribution in momentum space. A direct or indirect

assumption traditionally made is to assume that the distribution has a displaced Maxwellian form which

leads to incorrect results even for the stationary transport case. The above heuristic approach offered a

slight improvement in accuracy and, if developed, offers a future hydrodynamic/Monte Carlo model

which could quickly and accurately describe many electronic structures.

The initial investigations of the hydrodynamic model have been based on single conduction band

valley cases to simplify the difficulties associated with determining solutions. Solutions were obtained for

the model by combining a very efficient local Newton-based solver with a perturbation-in-doping based
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continuation method. The first simulation results [48] of the hydrodynamic model indicated a general

improvement over the more conventional drift-diffusion model with results closer to those of a Monte

Carlo -transport model. The results also showed an extreme dependency on the functional form of the heat

flow vector. The heat flow vector was shown to have a large impact on the resultant cooling in average

energy observed at the source end of an N+--N-N + structure. The complete results from this study are

shown in Figs. 7-12 with Fig. 12 indicating an excessive cooling at the source which did not agree with

the Monte Carlo results. Another important result discovered in these initial investigations was an inabil-

ity, due to neglecting any form of velocity or kinetic energy dependency in the temperature tensors, to

find high bias solutions for the model.

Since simulation results indicated it was important to include additional accuracy into the model

through more physically correct effective temperature dependencies, a new derivation was performed. As

in the previous work the new hydrodynamic model was based on a unique set of moments. The usul

approach is to take moments of the electron momentum which yield a set of conservation equations for

density, momentum and energy. Then addition assumptions are used to mathematically close the moment

process at the conservation of energy equation. The traditional assumption is to either directly or

indirectly assume a displaced Maxwellian distribution. Under this assumption one can express the

moment equations in terms of the variables density n, average velocity v, average energy w, and thermal

temperature T. The displaced Maxwellian approximation also yields the constitutive relation

3
w =-kBT + imv, resulting in a value of the heat flow vector of q = 0 for parabolic bands. Also, a heat

flow vector, with higher order differential dependence on energy, is usually included using thermodynam-

ics arguments (phenomenological Wiedemann-Franz law).

The moments used in the new model can be described as moments of the nonparabolic electron

velocity. Specifically. the current hydrodynamic model was developed using the moment operators

To = 1, 'P = u(k) and TP2 = -m(k)u(k)u(k) = E(k). Here, the Kane dispersion relation,

1i2k2/2m* = E,(1 + oE,) is used to define the single electron velocity u(k) and the effective mass
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m(k) = m*(1 + 20di 2k2/m*)" /2 . These moment operators were chosen because they lead to a form which

can be manipulated more easily, one in which simplifying assumptions can be seen more clearly. Per-

forming the moment process and simplying to first order yields immediately the results:

n Vr.(nv) (13)at

= V-VrV + -' n1 Vr'[Pv] (14)ot m* nm*

aw
= -Vrw[P] + q) (15)

where m**, [P,], [PW1 and q have integral definitions which depend on f. Here, unlike the parabolic band

case, there is a dilemma of two distinctly different effective pressure tensors P, and Pw, (for parabolic

bands and displaced Maxwellian, [P,, = To resolve this, stationary Monte Carlo calculations and physiL

cal intuition are used to suggest til following ansatz distribution function

f [m(T) " 3/2 r [mw(Tw) u v2] (16)

as a constitutive relation to close the moment equations. Here T, has been chosen to replace T because

3 kBTw accurately approximates the effective thermal energy for the stationary transport case, and

mw(Tw) has been introduced because we expect a non-constant effective mass strongly dependent on T,.

Equation (16) is now used in the delinitions for the transport parameters, and the analysis is limited to

first and second orders in T,, to arrive at the the supplemental relations;

3 In" (T,,.)
W= -kT,, + v (17)22

in (T,,) = m*(l + 3o.kBTv) (18)

[P,.] = --;-nkBTw[ ]  (19)
In
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[P,] = nkBTw[II (20)

qi=5a [ m (kBTw) 2nui (21)

These relations supply all the necessary equations to express the hydrodynamic transport model for non-

parabolic conduction bands in terms of the quantities; electron concentration n, average electron velocity

v, average electron energy w and the space-times vaiiable (r,t). Applying these relations reveal the new

collisionless nonparabolic hydrodynamic transport model equations to be:

n -Vr.(nv) (22)t

')v F 2 M
a = -vVrv + - - V[nv(w - -vv)] (23)

ow In= -v.Vrw + F-v - Vr'[nv(w + )(w - - v'v)] (24)
3n2

with nonparabolie correction. tenns

m

V(vw) = I + 2a.o(v,w)(w - m (25)
2

_ v w) = v (26
V(vw) -)(v,w) (26)

F 11
(o(v,w) = I,- (27)

-(v(,,) (w - --- v-v) (28)
¢(v'w)= T (v'w)J

The nonparabolic model equations above have been written in a form so that for the parabolic case, a=O,

it is easy to observe that p=v=ow-l and 4=0. Then, the nonparabolic model conveniently reduces to the

more familiar classical hydrodynamic equations in Lagrangian form.
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Since we are also interested in models which can be used to study ultrasmall electronic devices

investigations into adding quantum corrections to the hydrodynamic equations were performed. To

achieve this goal, the previous work of Grubin and Kveskovsky [49] was followed to develop a set of

quantum balance equations consistent with the nonparabolic model above. For the initial investigation a

slightly restricted version of their quantum hydrodynamic equations were used. Specifically, spatial and

nonparabolic effects on the effective mass were neglected and any deficiencies of the general quantum

distribution function to agree with Fermi statistics (low temperature effects) were ignored. Development

of the quantum correction terms began with the general moment equations of Stroscio [50]. The colli-

sionless one-dimensional forms of the first three moments are:

Dn I a

t m* ax -- (nPd) (29)

aPd a Pd- (30)
at ax 2 m*

a a 3\ Pd D
- Pd)2)- (<(P Pd) - ( (P-Pd))

2 a-(n/(p)\ aPd P((P-Pd)' an2a +_ _____ (31)m tTx nm* O x

where n is the electron density, p is the single electron momentum, Pd is the classical average momentum

and UOff is the total effective electric potential. Here Ref. 49 was followed and

__ a d l2Xn
fw =  exp 2" L 1 -- (P - Pd) X) _("%) , (32)

which is the momentum displaced nonequilibrium Wigner distribution function of Ancona and Iafrate

f/ III lof. a (1 L and d3 hr fO22*m[51], was used to obtain n\(p - Pd) = -T 3 "- n--- andn(p axwhere a-lI2/8m

P = 1/kBT and y= a/13. These results can be useo with Eqs. (29)-(31) to yield the collisionless quantum

hydrodynamic equations:
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an _ (nv) (33)
at ax

av av I a Q 1 a(nkBT)ht =-v- -- (34)

aw aw a Q I a(nvkBT) if2  a .1 n) v
at va -- (U ff + -)- + -- (-4-)- (35)t- x - 3 n ax 12m*x n-a a (

3 1 , 2  a 1 a i 
2

where w= 2kBT + * and Qm v- -. Comparing the above quan-
2 24m*a x nx 2m* a2x

turn equations to the semiclassical nonparabolic hydrodynamic Eqs. (22)-(24), approximating T, by T

and using the supplemental relations (25)-(28) one can arrive at the quantum corrected collisionless non-

parabolic hydrodynamic transport model in one dimension,

an a(nv)at=- (36),
at ax

at - - +  3nu*2 L[nv(w- Wq 2 (37)

aw _ w a§ .. i 1  L a m* 2] (38at v3 w cr - y [nv((o + )(wWq v - 2 Wq (38)O- v - - v (O,ff + 3 Tx - q qa

m*2  ow(v,w)
with nonparabolic correction terms p(n,v,w) = 1 + 2ot o(v,w) (w - Wq - --- ), v(n,v,w) = (v,w)

2 Px(v,w)
l ,-t 0o(v,w) . m*v2

wo(v,w) = (1 + m -)- (n,v,w) = -- x [ I>(V, ]2(w - Wq - --- ) and quantum corrections wq3 p(n,v,w) 2

fi2  a Ian f12  I a2q n
24m* x n ax 2m,,,n a2x

An initial study has been performed with this quantum hydrodynamic model. The quantum hydro-

dynamic model was used to analyze a double-barrier heterostructure, Al.,Ga_,,As barriers with xc=0.3,

doped to 10 4Ccm-3 with source and drain regions of length 200A and doped to 10t6cm- 3. This structure,

which has barrier widths of 5A and a spacing of 50X, is shown in Fig. 14 with the source and drain

regions excluded. In the self-consistent simulations, the heteiostructure was treated using the Anderson
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treated in a classical manner and we assumed Tlatice = 300 K. Simulation results were generated for a

number of biases in the range 5 mV to 50 mV which yielded an approximately linear J-applied charac-

teristic of slope 0.36 kA/cn 2-mV. The profile result of w, and wq, parameters intrinsic to the energy bal-

ance equation, are displayed in Fig. 13 for TPappied=8mV. Figure 14 shows the corresponding profile for

Q along with the conduction band E, (E,=Ueff).

This study was the first to use the three quantum hydrodynamic (QHD) equations to study transport

in heterostructure devices. The key additional feature of the QHD equations is the incorporation of the

effects of density gradients through the quantum potential. Insofar as a classical solution does not exist in

the presence of barriers. Q must at least cancel the effects of the barriers and permit carrier transport.

Indeed Q/3 does approximately balance the barrier potential a result consistent with Ref. 49. Also, since

this result is near equilibrium, the density should vary everywhere as Nexp[-(Ueff+ Q/3)/kBT] and this is

found to be the case.

2.2.4 Transport in Photoexcited Semiconductors

During the past three years, we have begun an effort to study the transport of photoexcited carriers

in semiconductors. We have decided to explore the use of Monte Carlo simulation as well as quantum

mechanical wave approaches. The specific device which we have chosen to first explore is the GaAs

metal-semiconductor-metal (MSM) photodetector with planar (low interelectrode capacitance) structure

which is of interest for discrete applications and optoelectronic integrated circuits (OEIC's). The fastest

reported MSM detector has an intrinsic bandwidth of 105 GHz, which compares well with bndwidths of

other Schottky photodiodes. These low noise, high quantum efficiency detectors are fully MESFET com-

patible. The most complex high performance OEIC uses a refractory-gate, ion-implanted process with

over 2000 devices. There is, however, little simulation work done for devices with submicron distance

between fingers. Recently, we have analyzed detectors with dimensions possible to obtain with well

refined lithography techniques [52-54]. Some of the preliminary results on temporal response and dark

current were reported last year. In this section, we present a more detailed time analysis of photodetec-
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rule; Uff = qTff - X(x), where X(x) (AEC = 0.697x,) is a position dependent electron affinity and the

applied potential Pef was determined from solving Poisson's equation. The dissipation mechanisms were

treated in a classical manner and we assumed Tattice = 300 K. Simulation results were generated for a

number of biases in the range 5 mV to 50 mV which yielded an approximately linear J-Papplcd charac-

teristic of slope 0.36 kA/cm 2-mV. The profile result of w, and wq, parameters intrinsic to the energy bal-

ance equation, are displayed in Fig. 13 for TPapplied= 8mV. Figure 14 shows the corresponding profile for

Q along with the conduction band Ec (Ec=Uff).

This study was the first to use the three quantum hydrodynamic (QHD) equations to study transport

in heterostructure devices. The key additional feature of the QHD equations is the incorporation of the

effects of density gradients through the quantum potential. Insofar as a classical solution does not exist in

the presence of barriers. Q must at least cancel the effects of the barriers and permit carrier transport.

Indeed Q/3 does approximately balance the barrier potential a result consistent with Ref. 49. Also, since

this result is near equilibrium, the density should vary everywhere as Nexp[-(Ueff + Q/3)/kBT] and this is

found to be the case.

2.2.4 Transport in Photoexcited Semiconductors

During the past three years, we have begun an effort to study the transport of photoexcited carriers

in semiconductors. We have decided to explore the use of Monte Carlo simulation as well as quantum

mechanical wave approaches. The specific device which we have chosen to first explore is the GaAs

metal-semiconductor-metal (MSM) photodetector with planar (low interelectrode capacitance) structure

which is of interest for discrete applications and optoelectronic integrated circuits (OEIC's). The fastest

reported MSM detector has an intrinsic bandwidth of 105 GHz, which compares well with bandwidths of

other Schottky photodiodes. These low noise, high quantum efficiency detectors are fully MESFET com-

patible. The most complex high performance OEIC uses a refractory-gate, ion-implanted process with

over 2000 devices. There is, however, little simulation work done for devices with submicron distance

between fingers. Recently, we have analyzed detectors with dimensions possible to obtain with well
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refined lithography techniques [52-541. Some of the preliminary results on temporal response and dark

current were reported last year. In this section, we present a more detailed time analysis of photodetec-

tors with 0.1-1 pm distance between fingers. This range has been considered because it spans devices of

current importance as well as those of possible future interest. We have used a self-consistent Monte

Carlo (MC) model to simulate intrinsic transport and a lumped-constant circuit model for parasitics. The

MC results are used as an input for simulation of the circuit model. This approach is relatively easy to

implement. However, the interpretation of the results depends critically on the parasitic lumped-constant

circuit parameters.

The GaAs MSM photodetector structure has been illustrated in Ref. 53. We consider two different

versions of this detector: discrete and monolithically-integrated. In the discrete version, the bond pads

are 50 x 50 pm 2 and the device must be wire bonded to the load. The inclusion of the series wiring

inductance affects detector pulse responses. In the monolithic version, one bond pad is replaced with a

microstrip transmission line (10 x 50 pm2), thus reducing the series inductance. All dimensions are

chosen to closely model realistic devices. A low bias is essential if the photodetector is to operate in a

highly-integrated optoelectronic circuit. It is fortunate that the MSM photodetector offers high perfor-

mance at relatively low bias vollages. Due to the very low doping concentration of the epitaxial layer, the

regions between and below fingers are completely depleted of free carriers [53].

Photodetectors with separations between fingers of 0.1-1 pm were simulated and results are shown

in Fig. 15. A self-consistent ensemble Monte Carlo simulation was used to separately determine electron

and hole currents for a large number (15000-25000) of photoexcited carriers. The very sharp electron

peak for the device with a 0.5 pin distance between fingers is due to a higher electric field than in other

devices. Although the intrinsic responses were calculated for the detectors with a lightly doped epitaxial

layer, one can expect that very similar results would be obtained if the devices were processed directly on

a semi-insulating substrate. We observe that extremely short current pulses are possible. However, other

factors have a strong influence on output signal of the device.
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The parasitic circuit of a photodetector (Fig. 16) can have a very detrimental effect on time

response. Briefly, parasitic elements are estimated in the following way. Here, CPD is modeled as a

capacitance between parallel microstriplines. Also, RF and LF are the resistive and inductive parts of the

finger impedance (skin depth at 100 GHz has been included). In the discrete version, CPP is the capaci-

tance between bond pads, CPG is the capacitance between the bond pad and ground, and LL is the wire

bond inductance (0.06 l.-I). In the monolithic version LL1, LL2, CLG, CLL represent the microstripline.

Other parasitics (RD, CFG) are less important, but were included. The calculated intrinsic responses can

now be used to determine the responses of photodetectors with parasitics. In Fig. 17 we present the nor-

malized output voltages vs time for the discrete detectors. The FW'HM is 3.77 ps, 3.5 ps, 3.28 ps, 3.08 ps,

2.86 ps for the discrete devices with spacings between fingers of 0.1 gm, 0.25 gm, 0.5 pm, 0.75 pM, and

1 pm, respectively. Due to the long hole tails and oscillations present in some devices (monolithic), the

aFWHM can not be used unambiguously to estimate the bandwidth. Therefore, we define the maximum

repetition frequency as follows. If t,,, is the time for the pulse to reach 3% of maximum (or -3% if pulse

becomes negative), and t13 X is the time to reach the same value before the pulse settles to zero, then the

maximum repetition frequency is simply 1/(tmax - trin). Based on this definition, the maximum repetition

frequency is calculated and results are shown in Fig. 18 for the intrinsic, monolithic and discrete detec-

tors.

The experimental results related to the MSM photodetectors are somewhat limited. Although there

are detectors fabricated with a submicron electrode pattern, there is little experimental data which could

be used for the purpose of comparison with simulated results. An exception to this situation is the detec-

tor fabricated and tested at IBM [551. In Fig. 19 we present the experimental data and the simulated

results using the approach described above. In general. there is good agreement between these two

results. However, the relatively slow leading edge of the experimental pulse is difficult to explain. This

could be a circuit effect.

Thus, in this phase, we have investigated the transit behavior of the GaAs MSM photodetectors.

The intrinsic responses have been simulated using Monte Carlo method and used in a detailed analysis of
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the discrete and monolithic versions of the detectors. Instead of relying on the FWHM to determine the

bandwidth, we defined the maximum repetition frequency since this is a better estimate of the device

speed. Conducted studies reveal that the GaAs MSM photodetectors are indeed suitable for very fast

detection of optical signals in both discrete and monolithic versions. These studies also reveal the utility

of the Monte Carlo method to augment other device and circuit simulation techniques.

2.2.5 Theory of Optical-Phonon Modes in Heterostructures

During the past year. we have initiated a research project on the theory of optical-phonon modes in

heterostructures. It has been experimentally verified that the phonon modes as well as carrier wave func-

tions are significantly affected by the presence of heterointerfaces. Thus, the characteristics of optical-

phonon modes in the layered structures are distinctively different from their bulk counterparts. Questions

arise as to the validity of the conventional three dimensional (bulk) treatments of optical-phonon modes

in heterostructure devices, especially when interactions by the longitudinal-optical (LO) phonon modes

become a dominant energy loss mechanism. Our main objective is to study the effects of reduced dimen-

sionality on optical-phonon modes from various aspects.

In spite of the short period of time during which this research has been performed, we have made

substantial progress. Three papers have been already published or accepted by major journals. Two addi-

tional papers have been submitted for publication and two more are currently in preparation. As a result

of the progress, this research project will be supported by separate grants from ONR and ARO which

have been recently awarded to us.

For brevity, this section will focus on the study of confined LO-phonon frequencies in short-period

strained-layer superlattices. The main emphasis will be on the development of a simple model which can

calculate the frequencies of confined LO phonons in strained-layer III-V superlattices grown in the <001>

direction. A discrete (rather than continuum) approach based on a linear-chain model is applied. The fre-

quency shift arising simultaneoL:.!y from both confinement and strain is accounted for by properly modi-

fying the force constaits to incorporate the strain effects into the linear-chain model. For a specific
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example, the frequency shifts are calculated for GaAs/GaP short-period superlattices, and compared with

the existing Raman data of Armelles et al. 156] for the lowest order confined LO modes.

Figure 20 shows a typical schematic drawing for the linear-chain model in a superlattice. As can be

seen in the figure. the z axis is chosen as the growth direction of the lattice in this study. Hence, for the

longitudinal modes of our interest, the atomic displacement is in the z direction. In the absence of strain,

the force constant in each layer is estimated based on the frequencies of corresponding bulk LO modes at

the zone center. Thus, the force constant in one layer is modeled independent of the rest of the structure,

and is the same as the bulk value of the material. The resulting characteristic equations can predict the

frequency shifts due to confinement in LO modes with accuracy.

When a strain is applied, the characteristic equation of motion needs modification to implement the

effects of strain. From the analyses of Ganesan et al. [57] and Cerdeira et al. [58], the dynamical equation

for the LO modes with VzO can be approximated as, to the first order in strain,

Iiii -F, KikUk = - K>ui + T I~ -kI tmUk (39)
k klmI

in bulk diamond- and zinc-blende-type semiconductors. Here, ui is the ith component of the relative dis-

placement of the two atoms in a unit cell, fi is the reduced mass of the two atoms; KiS0) = iiiw2 is the

effective bulk force constant for LO modes (coo) in the absence of strain; and = K Q is the change

in effective force constant due to an applied strain el,. The indices i, k, 1, and m represent x, y, or z. In

Eq. (39), the effect of mismatched lattice constants is included through elm which depends explicitly on

the lattice constants. From the symmetry considerations in elasticity theory, it can be shown that in cubic

crystals the tensor K(t) has only three independent components [58];

K() y =K 1), i-p.

K1) v = K _11=Kt > _= iq,
xxyy- -yyzz- zzxx-

t1  = K() _K = ir..Xyy yzyz zxzx
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All other components in which x, y, or z appears an odd number of times become zero. Thus, for the LO

modes in the z direction, Eq. (39) can be simplified as

-- K7 (() - - I pEz + q(e,, + cyy) I u, - 2mrExu,, - 2'y. (40)

When the strain is applied along the major crystal axes (i.e.. x, y, and z), which is the case for strained-

layer structures grown in the <001> direction, the Fez and Ey, terms vanish and the dynamical equation

becomes

mu = - (+ z (p + q(Exx + eyy) Uz.41)

As a result, the effect of strain on the cffective force constant for LO modes can be obtained as

AK iI
Kto) - pezz+q(pxx+yy) } = - p8z+q(e,,+ y)). (42)

ZZ - . Co

Therefore, within the nearest neighbor approximation, the effects of strain can be included in the linear-

chain model for strained-layer structures by modifying the force constants in each layer based on the ratio

given in Eq. (42).

It is well established that the strain in individual layers of a strained-layer pseudomorphic superlat-

tice can be calculated by matching up lattice constants in the plane parallel to the heterointerfaces. The

resulting biaxial stress subjects each layer under biaxial compressive or tensile strain in the parallel direc-

tion, and uniaxial tensile or compressive strain in the perpendicular direction (i.e., along the crystal

growth direction). When isolated from the substrate, the lattice constant parallel to the interface all can be

theoretically obtained by minimizing the the elastic energy of each period (i.e., two alternating layers)

under the assumption that the lattice mismatch is accommodated by uniform deformation, and is given as

follows [59]:

= ~+ fG~d2  fGidtall a 1  G2d2 a [2 1 4+3G2d2

where the index 1 (2) represents the layer with smaller (larger) bulk lattice constant a, (a2) respectively, d
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is the layer thickness, and f is the mismatch between the two layers. The bulk shear modulus G can be

written in terms of elastic constants c 11, c 12 of each material as [59]:

= 2 ci +ci- c- j"  i= 1,2. (44)

Then, the nonzero components of the strain tensor in each layer are

, a, - zz- cxx, i=1,2. (45)

For the strained-layer quantum wells and superlattices coupled to the substrate, the strain is accommo-

dated by only one type of layer. In this case, the thickness of the other layer can be considered very large

in Eq. (43). For comparison with other calculations, direct application of Eqs. (42) and (45) to the linear-

chain model also results in the frequency shift due to strain in the absence of confinement effects as

Ao) i . S12)- i i =1,2, (46)(Ooi ' C, sil+si

which is correct to the first order in strain, where s1 and S 12 are elastic compliances.

The frequencies of LO-phonon modes have been calculated in the GaAs/GaP short-period strained-

layer superlattices using the linear-chain model described above. The material parameters for GaAs and

GaP used in the calculation can be found in Ref. 60 except the p and q values for GaAs which are from

Ref. 61. Two different cases have been considered for the distribution of strain: Table I shows the

results when the superlattices are isolated from the substrates and, thus, the strain is accommodated by

both GaAs and GaP layers based on their thicknesses (i.e.. Eq. (43)); and Table II shows the results when

the strain is applied only to the Gap layers (i.e.. lattice-matched to the GaAs substrate). In both cases,

superlattices with two monolayers of' GaP and two, four, and six monolayers of GaAs (i.e.,

(GaAs) 2/(GaP) 2, (GaAs) 4/(GaP) 2. and (GaAs) 6/(GaP)2) have been considered. The Awo. and Awo terms

represent the frequency shifts due to confinement and strain (i.e., Eq. (46)) calculated in the absence of

the other respectively, and the values of Aco are the total shifts obtained by the model presented previ-



Table I. Frequency shifts of confined LO-phonon modes in GaAs/GaP short-period strained-layer super-
lattices. The strain from lattice mismatch is accommodated based on the assumption that the superlattices
are isolated from the substrates. GaAs stands for the GaAs-like LO modes localized in the GaAs layers,
and GaP for the GaP-like LO modes localized in the GaP layers. The Aw(o and A(O, terms represent the
shifts due to confinement and strain calculated in the absence of the other, respectively, and the values of
AO are the total shifts obtained by the model presented in the text.

GaAs (cm- ) GaP (cm- 1)

AC, oA+Ao+Ao Aco

(GaAs)2/(GaP)2  -4.5 -5.7 -22.6 -21.9

(GaAs)4/(Gap)2  1.1 0.8 -26.9 -26.0

(GaAs)/(GaP)2  1.9 1.8 -29.2 -28.2

Table I. Frequency shifts of confined LO-phonon modes in GaAs/GaP short-period strained-layer
superlattices. The strain from lattice mismatch is solely applied to the GaP layers. All of the notations
are the same as Table I. Therefore, the values of Ao for the GaAs-like modes are zero in this table.

GaAs (cm-t ) GaP (cm- )

Ao+Aw. Aw Ao+Ao, Aco

(GaAs)2/(GaP) 2  -12.0 -13.0 -36.5 -35.2

(GaAs)4/(GaP) 2  -4.1 -4.3 -36.5 -35.2

(GaAs)6(GaP) 2 -2.0 -2.1 -36.5 -35.3
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ously.

It can be seen from the tables that the coupling effect (- I Ao - (Awo+A&o) I) is in general small in

GaAs/GaP superlattices. With a 3.7 % lattice mismatch, the largest deviation (or coupling) is only 1.3

cm- approximately, and decreases as the strength of confinement and strain diminishes in each layer as

expected. For the GaAs-like mode (i.e., the LO mode localized in the GaAs layer), six monolayers seem

to be thick enough to decouple the shifts due to confinement and strain completely. An interesting result,

however, is the sign of deviation. As can be seen in Tables I and II, the model predicts a smaller Ao for

the GaAs-like mode (i.e.. more negative) and a larger Aco for the GaP-like mode (i.e., less negative) com-

pared to Awc+A&o respectively. This tendency can be easily explained by a simple picture suggested by

the equivalent wave-vector model [621. Since the lattice constants are matched in the plane parallel to the

interfaces and Poisson's ratio has a negative value, the lattice constants in the normal direction to the

interface (a2ls and aGIP) are not equal and are always larger for the GaAs layers than for the GaP layers

(i.e., aFaA'> a2'P). Thus, the additive term in the denominator of the equivalent wave-vector should be

replaced by a term smaller than 1 for the GaAs-like mode (aaP/aGa5) and a term larger than 1 for the

GaP-like mode (aA'/aGpt'P). As a result, the coupling causes a more negative Aco for the GaAs-like mode

and a less negative Awo for the GaP-like mode compared to Aoc,+Ao s, respectively, as mentioned above.

Another interesting point is that the confinement effect for the GaP-like mode is insensitive to the thick-

ness of the GaAs layers as shown in Table II. Hence, given the distribution for strain, the phonon modes

in a pseudomorphic thin quantum well structure (not a superlattice) can be effectively studied by this

model. Unlike GaAs/GaP superlattices. the effect of coupling may be significant in other material sys-

tems. Preliminary results show a considerably large (leviation of 4 cm-1 in a (GaAs)2/(InAs) 2 superlat-

tice.

The calculated data for frequency shift Ao have been compared with the Raman measurements of

Armelles et al. [56]. The results for the GaP-like mode and the GaAs-like mode are plotted in Fig. 21 and

Fig. 22 respectively. In these figures, LO,, represents the nth order confined LO mode. The data for the

(GaAs)6/(GaP)2 superlattice in Tables I and II are denoted as #1 of (a) and #2 of (a) respectively. In
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addition, the results for a (GaAs)6/(GaP) 4 superlattice are included with two different configurations for

the accommodation of strain: #1 of (b) shows the results when the superlattice is isolated from the sub-

strate (which corresponds to #1 of (a)); and #2 of (b) shows the results with a 0.7 % strain in the GaAs

layers and a 3.0 % strain in the GaP layers. The strain distributions used to obtain data #2 of (a) and #2 of

(b) are identical to those used in the analysis of Armelles et al.; that is, for #2 of (a) all of the 3.7 % strain

is in the GaP layers and for #2 of (b) the strain distribution is as described previously. As can be seen

from the figures, the calculated data are in good agreement with the Raman measurements. Indeed, the

peaks in the Raman spectra are well placed between the calculated results for the two different strain

configurations. This level of agreement suggests that the measured frequency shift can be explained by

this linear-chain model with a realistic configuration of strain accommodation. Based on the overall com-

parison between theoretical predictions and experimental data, it is concluded that the only available

Raman frequency shift data [561 on GaAs/GaP short-period strained-layer superlattices are better

explained by assuming that the superlattices are isolated from the substrates than by assuming that they

are lattice matched to the substrates. While this conclusion has not been reached in previous analyses, it

is not unreasonable considering the critical thickness for the formation of misfit dislocation near the

substrate-superlattice interface. An alternative explanation is that the Raman measurements by Armelles

et al. [56] characterized regions of the GaAs/GaP superlattices that were only partially decoupled from

the substrate. However, for a more detailed comparison between experimental and theoretical data,

further clarification is essential concerning experimental uncertainties such as the depth of Raman probe,

inhomogeneities in the strain distribution along the growth direction, and interface roughness.

An effort has been made to investigate higher modes as well. For the (GaAs)6/(GaP) 2 superlattice,

the theoretical calculation for the GaAs-like LO2 modes predicts - 287 cm - t (when isolated from the

substrate) and - 283 cm -1 (when lattice matched to the substrate), respectively. The experimental result

is - 290 cm -t which shows good agreement with the theoretical calculations. The Raman data for the

GaP-like higher modes in the (GaAs)6/(GaP) 2 superlattices were not available for comparison. Due to

the simplicity of our model, it is expected that the theoretical prediction for the higher modes deteriorates
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rapidly as the corresponding eqtivalent wave-vector increases.

2.2.6 Simulation of Delta-Doped FETs

This work has focused on electron transport and device performance in delta-doped field effect

transistor (FET) structures. The superior conduction property of delta-doped FETs over that of conven-

tional (i.e., uniformly doped) FET structures makes this device one of the most promising candidates for

ultra-high speed digital and millimeter-wave applications. High electron mobility, reduced DX center

concentration, improved threshold controllability, as well as high breakdown voltage are important

advantages of delta-doped FETs. Studies of electron transport and electrical characteristics for such dev-

ices are both necessary and important.

Our approach to this research project is two-fold; we employ ensemble Monte Carlo simulations

for submicron AIGaAs/GaAs delta-doped HEMTs and two-dimensional drift-diffusion simulations fo?

delta-doped GaAs MESFETs. The objective of Monte Carlo simulations is to provide physical insight

into the detailed operation of submicron delta-doped HEMTs. Scattering properties, real space transfer

and field dependence of active device dimensions, (loping concentration and bias conditions are studied to

provide better understanding of device operation. A two-dimensional drift-diffusion model is used to

analyze the electrical characteristics of a delta-doped GaAs MESFET, providing a general guide for more

practical device design. Currently, we have finished the program-development stage and have started to

obtain and analyze preliminary data. Two of papers will be submitted to the journals in the near future.

We also plan to submit a paper to the 1990 IEDM which will be held in December. The models used in

the simulations and the preliminary data will be discussed briefly as follows:

A. Ensemble Monte Carlo Simulation

The ensemble Monte Carlo program is developed to model transport properties of electrons in

heterojunction FET structures. In this program, which incorporates a non-parabolic r-L-X analytical

band structure, the following scattering mechanisms are included: polar optical phonon, intervalley, ion-
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ized impurity, electron-electron, and impact ionization. Electrostatic potential and the electric field distri-

bution within a device are evaluated for each field-adjusted time interval by solving the two-dimensional

Poisson equation self-consistently. The effect of carrier degeneracy is considered by employing Fermi

statistics with calculated local quasi-Fermi level and energy distribution. Real space transfer of electrons

between different materials is also included in the program. A weighted injection scheme is used to

improve simulation efficiency. Also, an attempt is made to take the effect of surface-defect-related

Fermi-level pinning into account. This program is capable of simulating both delta- and uniformly-doped

HEMT structure (hereafter, D-HEMT and U-HEMT, respectively). Theoretical calculations and com-

parisons are performed for AIGaAs/GaAs D-HEMTs and U-HEMTs. The superior performance of the

D-HEMT in terms of device structure, doping and bias condition is demonstrated. Comparison with

available experimental results will be made to verify this theoretical study.

Distribution of electron concentration, field, drift velocity, energy, and valley occupancy have beet

calculated for AIGaAs/GaAs D-HEMTs and U-HEMTs with different device feature sizes, doping, and

bias conditions. Comparison of electrical characteristics between the two device structures is made based

on these calculations. In order to make the comparison on a one-to-one basis, devices with the same chan-

nel length and under the same bias are simulated. Doping of both devices are such that they have

equivalent total charge when the impurities are fully ionized. Two specified conditions are chosen for

study:

(1) both devices have same distance from gate to channel;

(2) both devices have same threshold voltage.

The parameters used in the simulations are summarized in Table III

>From our preliminary results. we can draw the following conclusions:

a For both conditions (1) and (2), the channel electron density of D-HEMT is higher than that of U-

HEMT. For U-HEMT in condition (1), this is due to the fact that comparatively higher field is found in

the channel near the drain edge of the gate. High electric field causes local electron heating, and heated
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electrons with sufficient energy will experience intervalley scattering and real space transfer. Simulation

results show that there are more real space transfer events and intervalley scatterings in this case. For U-

HEMT in condition (2). decreased electron density in the channel is caused by the low doping in the

AIGaAs layer and the longer distance from gate to channel.

0 For both conditions, higher current and higher transconductance are obtained for the D-HEMT.

This is partly because of the larger channel electron density in D-HENfs, as discussed above. In addi-

tion, higher drift velocity as a result of relatively smaller electric field in the D-HEMT channel (fewer

velocity randomizing collisions) further improves device performance. This trend is in accord with a

macroscopic consideration from a simple analytical model. Analytical and measurement results show

that the threshold voltage for D-HEMT and U-HEMT can be expressed as:

D-HEMT: V= -qNd(w - 0.5d)/e (47)

U-HEMT: V= -qNdw 2/(2E)

Thus, for parameters given in condition (1), high Vt, is expected for the U-HEMT, which in turn results

in smaller current and transconductance for a given bias condition. For condition (2), longer distance d

from the gate to the channel should be used in order to have the same threshold voltage. However, this

deceases the controllability of gate voltage on channel electrons and causes decreased transconductance.

Within the Gradual Channel Approximation (GCA), the saturation current and transconductance are

inversely proportional to the gate-channel distance. Thus, increasing this distance causes degraded per-

formance.

• Simulation results show that as gate voltage increases above 0 V (both devices are in depletion

mode), the transconductance decreases even though the channel field is small. This suggests parallel con-

duction paths exist in the doped AIGaAs layer. where field is much higher and much more impurity

scatterings are expected. This effect is more severe in condition (1) for U-HEMT since the electric field in

the AlGaAs layer increases greatly as doping increases and distance decreases.
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Our results demonstrate the superior conducting property of D-HEMTs over U-HEMTs. Another

feature which further degrades U-HEMTs with doping over 1.0xl0 8 cm- 3 is due to the presence of a

deep-level trap (DX center) in the AlGaAs layer, which is believed to be less prevalent in the D-HEMT

structures.

B. Two-Dimensional Drift-Diffitsion Simulation

In this program, coupled phenomenological semiconductor equations are solved numerically to

simulate electrical characteristics of delta-doped and conventional GaAs MESFETs. These equations are:

Poisson equation, current continuity equation. and current density equation. A medifiel two piece

velocity-field relation is employed to take current saturation into account. The Fermi distribution is used

in the calculation. A Gaussian doping profile is generated to fit measurement of experimental profiles

resulting from ion implantation. Distributions of electron concentration, potential, field, and current devf

sity are simulated for various operating conditions. Small signal parameters (capacitance, transconduc-

tance) are determined to predict device performance. Comparison is made of delta-doped and conven-

tional uniformly-doped MESFET (hereafter, D-MESFET and U-MESFET, respectively) calculations with

experimental results. Using a Crank-Nicolson scheme, the program is able to simulate transient perfor-

mance. Based on this model, current-voltage and capacitance-voltage characteristics can be easily calcu-

lated. Good agreement between simulation and measurement is obtained. Parameters used in calculation

and from measuremental results are summarized in Table IV.

Our preliminary results suggest the following conclusions:

• Channel length L and gate-to-channel distance d are the two most important dimensional parame-

ters. The transconductance increases as L and d decrease. However, a decrease in gate-to-channel dis-

tance increases the channel field and. thus. deteriorates the breakdown voltage. Spacer distance from gate

to drain is crucial in determining the maxinun electric field, especially for self-aligned structures. By

increasing this distance, the maximum field can be reduced. However, at the same time the parasitic

series resistance increases which, in turn. reduces the transconductance. Half maximum doping width is
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also an important parameter in terms of transconductance. Trade-off should be made among these param-

eters in device design in order to get optimized performance.

0 Increasing maximum (or peak) doping, Nmx, in D-MESFET increases electron concentration. This

is the main contribution to the high current capability of the structure. However, as Nm..x increases, the

maximum field increases as well. This will cause reduced drift velocity and sacrifices the transconduc-

tance as Nmax reaches to a critical point. A slight increase of background doping in the cap layer is useful

in reducing the electric field in the channel. For D-MESFETs, where the conducting channel is a

heavily-doped layer. a decreased field in this layer improves saturation performance.

* Compared with conventional the U-MESFET, the D-MESFET shows improved performance in

current capacity and transconductance. The most important feature of D-MESFET is its very high chan-

nel carrier concentration (factor of 10 higher than U-MESFET). Generally, electrons in such a heavily-

doped region undergo more impurity scatterings and exhibit low mobility. However, at high temperature

and high electric-field, frorn which the electron can gain energy, impurity scattering becomes less

significant on overall mobility. Moreover, when the electric field exceeds a critical value, the saturated

velocity determines device performance. Both theory and experimental results show that saturated drift

velocity does not depend on the low field mobility, i.e. the same saturation velocity for D-MESFET and

U-MESFET is expected. Another feature which makes the D-MESFET performance superior to that of

the conventional U-MESFET is that for the sune gate-to-channel distance, lower maximum electric field

is expected because of the linear conduction band edge dependence on gate-to-channel distance. In a con-

ventional U-MESFET, a quadratic dependence of the conduction band edge on the gate-to-channel dis-

tance is expected due to its constant doping concentration under the gate. Reduced field improves satura-

tion and breakdown performance.

2.3 Publications and Presentations

During the last year we have made seven oral presentations at national and international confer-

ences. Also, twelve written manuscripts have been published in the refereed literature. In addition, three
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other manuscripts have been accepted for publication and eight manuscripts have been submitted or are

currently in preparation. The following paragraphs summarize the presentations and publications made

under this program during the last year, and include material not previously reported to ONR in the last

renewal proposal as well as material which was accepted for publication in 1989 and has since been pub-

lished in 1990.
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A. Conference Presentations and Seminars

D.L. Woolard, J.L. Pelouard, R.J. Trew, M.A. Littlejohn and C.T. Kelly, "Hydrodynamic Hot-Electron
Transport Simulations Based on The Monte Carlo Method", presented at the Sixth International Confer-
ence on Hot Carriers in Semiconductors, July 23-28, 1989, Scotttsdale, AZ.

L.F. Register, M.A. Littlejohn and M.A. Stroscio, "Polar Optical Phonon Scattering of Charge Carriers in
Alloy Semiconductors: Effects of Phonon Localization", presented at the Sixth International Conference
on Hot Carriers in Semiconductors, July 23-28, 1989, Scottsdale, AZ.

J.L. Pelouard, M.A. Littlejohn and H.P. Belgal, "Monte Carlo Study of Ballistic and Quasi-Ballistic Elec-
tron Transport in Semiconductors," presented at the Sixth International Conference on the Numerical
Analysis of Semiconductor Devices and Integrated Circuits, July 11-14, 1989, Dublin, Ireland.

L.F. Register. M.A. Littlejohn and M.A. Stroscio, "Path-Integral Monte Carlo Methods for Ultra-Small
Device Applications," presented at the Sixth International Conference on the Numerical Analysis of Sem-
iconductor Devices and Integrated Circuits, July 11-14, 1989, Dublin, Ireland.

M.A. Littlejohn, J.L. Pelouard. W.C. Koscielniak, and D.L. Woolard, "Device Simulation Augmented by
the Monte Carlo Method." presented at the Workshop on Computational Electronics, May 21-25, 1990,
Univ. of Illinois, Urbana, IL.

D.L. Woolard, M.A. Stroscio, M.A. Littlejohn, R.J. Trew, and H.L. Grubin, "A New Non-parabolio
Hydrodynamic Transport Model with Quantum Corrections," presented at the Workshop on Computa-
tional Electronics, May 21-25, 1990, Univ. of Illinois, Urbana, IL,

K.W. Kim, M.A. Stroscio, and J.C. Hall, "Frequencies of Confined Longitudinal-Optical Phonon Modes
in Short-Period Strained Semiconductor Superlattices," presented at the SPIE International Symposium
on Optical & Optoelectronic Applied Science and Engineering, July 8-13, 1990, San Diego, CA.

B. Refereed Publications, Papers Accepted for Publication, and Papers in Preparation

W.C. Koscielniak. J.L. Pelouard and M.A. Littlejohn, "Dynamic Behavior of Photocurrent in a GaAs
Metal-Semiconductor-Metal Photodetector with Sub-Half-Micron Electrode Pattern", Appl. Phys. Lett.,

4, 567 (1989).

W.C. Koscielniak, M. A. Littlejohn and J. L. Pelouard, "Analysis of a GaAs Metal-Semiconductor-Metal
(MSM) Photodetector with 0.1 pn Finger Spacing", IEEE Electron Dev. Lett., 10, 209 (1989).

L.F. Register, M.A. Stroscio and M.A. Littlejohn, "Efficient Path-Integral Monte Carlo Technique for
Ultrasmall Device Applications," Superlattices and Microstructures, 6, 233 (1989).

J.L. Pelouard and M.A. Littlejohn. "Indium-Phosphide-Based Heterojunction Bipolar Transistors,"
Proceedings of the First International Conference on Indium Phosphide and Related Materials for
Advanced Electronics and Optical Devices, Proceedings of SPIE-The International Society for Optical
Engineering, vol. 1144. p. 582 (1989).

J.L. Pelouard, M.A. Littlejohn and H.P. Belgal, "Monte Carlo Study of Ballistic and Quasi-Ballistic Elec-
tron Transport in Semiconductors," Proceedings of the Sixth International Conference on the Numerical
Analysis of Semiconductor Devices and Integrated Circuits, edited by JJ. Miller, Boole Press, Ltd., p.
255, Dublin, Ireland (1989).
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L.F. Register, M.A. Littlejohn and M.A. Stroscio, "Path Integral Monte Carlo Methods for Ultra-Small
Device Applications," Proceedings of the Sixth International Conference on the Numerical Analysis of
Semiconductor Devices and Integrated Circuits, edited by J.J. Miller, Boole Press, Ltd., p. 266, Dublin,
Ireland (1989).

D.L. Woolard, J.L. Pelouard, R.J. Trew, M.A. Littlejohn and C.T. Kelly, "Hydrodynamic Hot-Electron
Transport Simulations Based on the Monte Carlo Method," Solid State Electronics, 32, 1347 (1989).

L.F. Register, M.A. Littlejohn and M.A. Stroscio, "Polar Optical Phonon Scattering of Charge Carriers in
Alloy Semiconductors: Effects of Phonon Localization," Solid State Electronics, 32, 1387 (1989).

W.C. Koscielniak, J.L. Pelouard and M.A. Littlejohn, "Intrinsic and Extrinsic Response of GaAs Metal-
Semiconductor-Metal Photodetectors," IEEE Photonics Technol. Lett., 2, 125 (1990).

K.W. Kim, M.A. Stroscio. and J.C. Hall, "Frequencies of Confined Longitudinal-Optical Phonon Modes
in GaAs/G.aP Short-Period Strained-Layer Superlattices," J. Appl. Phys., 67, 6179 (1990).

W.C. Koscielniak, J.L. Pelouard. and M.A. Littlejohn, "Dark-Current Characteristics of GaAs Metal-
Semiconductor-Metal (MSM) Photodetectors," IEEE Trans. Electron Devices, ED-37, 1623 (1990).

K.W. Kim, M.A. Stroscio, and J.C. Hall, "Frequencies of Confined Longitudinal-Optical Phonon Modes
in Short-Period Strained Semiconductor Superlattices," accepted for publication in the Proceedings of the
SPIE International Symposium on Optical & Optoelectronic Applied Science and Engineering, Julk
1990.

M.A. Stroscio, K.W. Kim, and J.C. Hall, "Variation in Frequencies of Confined Longitudinal-Optical
Phonon Modes due to Changes in the Effective Force Constants Near Heterojunction Interfaces," Super-
lattices and Microstructures, 7, 115 (1990).

M.A. Littlejohn, J.L. Pelouard, W.C. Koscielniak, and D.L. Woolard, "Device Simulation Augmented by
the Monte Carlo Method," accepted for publication in the Proceedings of the Workshop on Computa-
tional Electronics, May 21-25, 1990, Univ. of Illinois, Urbana, IL.

D.L. Woolard, M.A. Stroscio, M.A. Littlejohn, R.J. Trew, and H.L. Grubin, "A New Non-parabolic
Hydrodynamic Transport Model with Quantum Corrections," presented at the Workshop on Computa-
tional Electronics, May 21-25. 1990, Univ. of Illinois, Urbana, IL.

K.W. Kim, H. Tian. and M.A. Littlejohn, "Analysis of Delta-Doped and Uniformly-Doped HEMTs by
Ensemble Monte Carlo Simulation," to be submitted to IEEE Electron Device Letters.

L.F. Register, M.A. Littlejohn, and M.A. Stroscio, "Comments on Evaluation of Feynman Path Integrals
by Analytic Continuation." in preparation - to be submitted to Physical Review B.

L.F. Register. M.A. Stroscio. and M.A. Littlejohn, "Path Integral Monte Carlo Calculation of Carrier
Self-Energies," in preparation - to be submitted to Physical Review B.

J.L. Pelouard and M.A. Littlejohn. "The Role of Nearly-Ballistic Transport in the Emitter-Base Junction
of HBTs," in preparation - to be submitted to IEEE Transactions on Electron Devices.

J.L. Pelouard and M.A. Littlejohn, "Transport in the Collector-Base Junction of HBTs," in preparation -
to be submitted to the IEEE Transactions on Electron Devices.
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D.L. Woolard, M.A. Littlejohn, R.J. Trew, and C.T. Kelly "Hydrodynamic Transport Model with Non-
Parabolic Energy Bands," in preparation - to be submitted to Physical Review B.

D.L. Woolard, H.L Grubin, M.A. Littlejohn, M.A. Stroscio, and C.T. Kelly "A Comparison of the Wigner
Distribution Function Transport Model with the Quantum-Corrected Hydrodynamic Transport Model," in
preparation - to be submitted to Superlattices and Microstructures.

H. Tian, K. W. Kim. and M. A. Littlejohn. "Influence of DX Centers and Surface States on Delta-Doped
HEMT Performance." in preparation - to be submitted to J. Appl. Phys.

Appendix B contains the title page of those papers which have been published in 1990. Copies of
all published papers have been sent to the ONR contract monitor during the last years grant period.
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Dynamic behavior of photocarriers in a GaAs metal-semiconductor-metal
photodetector with sub-half-micron electrode pattern

W. C. Koscielniak, J. L. Pelouard,al and M. A. Littlejohn
Department of Electrical and Computer Engineering, North Carolina State University. P. 0. Box 7911.
Raleigh, North Carolina 27695

(Received 26 September 1988; accepted for publication 22 November 1988)

Simulation results of the temporal evolution of photocurrent in an interdigitated GaAs metal-
semiconductor-metal photodetector are presented. The dependence of response time on the
distance between fingers (0.1 and 0.25 .tm) is investigated. The solutions of the time-
dependent Schr6dinger equation and ensemble Monte Carlo calculations are employed. For a
device with 0.1 /pm finger spacing, the response time of an intrinsic detector is less than 2 ps,
with hole current decay being the major limiting factor. The role of parasitics is shown to
significantly increase the simulated response time.

It has recently been shown that GaAs metal-semicon- ternal parasitic effects (capacitance) have been included in
ductor-metal (MSM) photodetectors" 5 can be used as high this simulation. The boundary conditions assume the conti-
performance optical detectors in the 0.8-0.87 pm" wave- nuity of the quasi-Fermi level through the metal-semicon-
length range. High bandwidth monolithic optoelectronic re- ductor interface for each carrier under reverse bias. Because
ceivers using MSM photodetectors have already been dem- the barrier heights for electrons and holes (6, and 0,, re-
onstrated. 6' Because of the demand for even faster circuits, spectively) are much larger than kT, the current densities
there is a need for numerically simulated results, especially due to injected carriers from the metal into the semiconduc-
for detectors with dimensions even smaller than those con- tor are negligible.
sidered previously.5  The solutions of the time-dependent Schrddinger wave

In this letter we report theoretical results on the dynam- equation for an electron and a hole are shown in Fig%. 2(a)
ic behavior of photogenerated carriers in GaAs MSM photo-
detectors with sub-half-micron finger spacings. The time
evolution of photocurrent is calculated for detectors with a
0.1 and 0.25 pm distance between metal fingers. The detri- ,.. .. C
mental influence of the extrinsic circuit elements on the de-
vice speed is also shown.

The GaAs MSM photodetector is shown schematically
in Fig. (a). The device is modeled as a one-dimensional
structure having an active layer of length L with two ideal
Schottky barrier contacts. The background doping level in
the active layer was chosen to be 5X 1014 cm- I (n type).
Direct-write electron beam lithography can be used to ex-
pose such a sub-half-micron interdigitated finger pattern. EP,,,,,,, . ,a
Because of the low doping concentration, the optically sensi- s.1. 08A, substrate

tive regions between the fingers are completely depleted even (a)
at very small bias voltages. Thus we may draw the energy-
band diagram as shown in Fig. 1 (b). Under somewhat sim- M S M
plifying conditions, we assume that carriers are generated
halfway between the fingers with a Gaussian spatial distribu-
tion.

We have employed two different methods to predict "V
time responses. A quantum mechanical analysis uses nu-
merical solutions of the time-dependent Schri~dinger equa-
tion in the effective mass approximation. The self-consistent -
Monte Carlo simulation used in this study is described else-
where," and employs a set of GaAs parameters published L
previously.Y2 Neither quantum effects (tunneling) nor ex-

FIG. I. (a) Schematic view of an interdigitated GaAs MSM photodetector.
The distance betmeen fingers is equal to L. (b) Energy band diagram of a
detector under bias I The initial (t = 0) disibutions otphotocarriers are

Permanent address: Laboratoire de Microstructures et de Microelectoni- Gaussian centered i the middle ot the device. The initial energies of elec-
que (CNRS). 196 avenue Henri Ravira, 92220 Bagneux. France. trons and holes are - ' and I meV, respectively.
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Analysis of a GaAs Metal-Semiconductor-Metal
(MSM) Photodetector with 0. 1-/Am

Finger Spacing
WACLAW C. KOSCIELNIAK, MICHAEL A. LITTLEJOHN, MEMBER, IEEE, AND JEAN-LUC PELOUARD

Abstract-The temporal response of a GaAs metal-semiconductor-
metal (MSM) photodetector with a finger spacing of 0.1 tum has been
analyzed. The intrinsic detector has been found to have a minor effect Overlay Metal
(25-percent Increase) on the full width at half-maximum (FWHM) of the
temporal response of the device and its parasitic circuit elements. The
analysis indicates that a long time constant due to the decay of holes is wsI Schottky Contact
solely responsible for this increase. The smallest FWHM for this detector
is estimated to be less than 2.5 ps.

I. INTRODUCTION

A PPLICATIONS of a GaAs metal-semiconductor-metal
(MSM) photodetector have been demonstrated by several Active (Eptalad)

researchers [1]-[5]. Recently, photodetectors with a very short S. GaAs Sustrate Layr, $x I04cm",

response time and a high quantum efficiency have been Gs r._

realized [31, [6]. The 0.8-0.87-14m near-infrared wavelength Fig, 1, Structure of an interdigitated GaAs MSM photodetector. The device

range of GaAs detectors has been extended to 1.3-1.5 gm in consists of 30 0. 1.m fingers and the photosensitive area is 5.9 x 8 gm2.

InGaAs-based devices [7], [8]. In addition, other ways of
increasing the detector's responsivity have been investigated FET process [131. Direct-write electron-beam lithography can

(91. The availability of high-performance optical detectors be used to expo. *he multifinger pattern.
compatible with MESFET processing make the MSM device We use a one nensional model to obtain estimates of the
an ideal choice for monolithically integrated optoelectronic minimum time ponse of this device. In order to simulate
circuits [101-(141. potential effect., ithin the intrinsic detector, we introduce

To our knowledge, there are few reports on simulation spatial variation, f acceptor or donor concentrations to create
results for this device [6], (151. In this letter, we present a one- two built-in electric field profiles, which differ from those of
dimensional analysis of the temporal response of a GaAs MSM the undoped device. The doping profiles can be created, for

photodetector with sub-half-micrometer finger spacing (0.1 example, by focused-ion-beam implantation of the interfinger
14m). An intrinsic device with low-level optical excitation and regions, as illustrated in Fig. 2(a). From Poisson's equation,

different electric field profiles is studied. We also include an we tind the electrostatic potential variations and the resulting
extrinsic circuit to determine the importance of parasitic energy-band diagram. For no illumination, the conduction
circuit elements on the response speed of this device, band edges for the three cases considered here are plotted in

Fig. 2(b) for an applied voltage of 0.1 V between adjacent
II. ANALYSIS AND RESULTS fingers. Due to the very low doping concentration of the active

The photodetector structure is schematically shown in Fig. layer, our calculations reveal that the regions between fingers

1. The unintentionally doped epitaxial layer (n-type) has a are completely depleted of free carriers at 0. 1 V for all three
background donorconcentrationof5 x 101 cm-3.The use of doping profiles, and this would remain true if the finger
tungsten silicide (WSix) for Schotky contacts would make this pattern were processed directly on a semi-insulating substrate.
device fully compatible with a standard refractory-gate MES- The electric field is constant without dopant modification (see

the middle curve in Fig. 2(b)). With the acceptor-doping

Manuscript received January 2, 1989; revised January 24. 1989. This work profile (upper curve), an increased electric field occurs at the
was supported by the Office of Naval Research. Arlington. VA. positively biased electrode (right-hand boundary) forcing the

W. C. Koscieiniak and M. A. Littlejohn are with the Department of photoexcited electrons to move faster in that region, relative to
Electrical and Computer Engineering, North Carolina State University. the undoped case. Conversely, with the donor-doping profile
Raleigh, NC 27695.

J.-L. Pelouard is with the Department of Electncal and Computer (bottom curve), a higher electric field close to the negatively
Engineering, North Carolina State University. Raleigh, NC 27695 on leave biased electrode forces the photoexcited holes to move faster
from the Laboratoire de Microstructures et de Microilectronique (CNRS). in that region, relative to the undoped case. Intuitively, it
92220 Bagneux. France.

IEEE Log Number 8927908. would appear that the last of these three cases could be the
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EFFICIENT PATH-INTEGRAL MONTE CARLO TECHNIQUE

FOR

ULTRASMALL DEVICE APPLICATIONS

L. F. RegisterW), M. A. Stroscio(.) and M. A. Littlejohn( '4)

(')Electrical and Computer
Engneering Department

North Carolina State University
Raleigh, North Carolina 27695.7911

()U.S. Army Research Office
Research Triangle Park, North Carolina 27709

(Received 30 September 1988: revised manuscript received 23 January 1989)

The ability to model equilibrium electronic properties of ultrasmall devices us-
ing a path-integral Monte Carlo (PIMC) method is demonstrated. First, a direct
sampling PIMC method and its advantages over Metropolis importance sampling
PIMC methods in this application are described. Then two potential structures
typical of ultrasmall devices, a single and a coupled double finite square well poten.
tial, are analyzed and the results compared to exact analytic results. The latter
example demonstrates the ability to accurately resolve coupling induced energy
level splittings at least as small as 2% of the nominal energy. (Lower levels of
coupling were not considered.) An additional example given, for which analytic
results are not available, is the analysis of a two-dimensional nfinite, periodic
quantum well array. The PIMC technique described here mak - way for the ap-
plication of the Feynman path.integral formalism, an advantac., us formalism for
treating scattering processes, to the study of the electronic prop,-ties of ultrasmall
devices.

1 Introduction therein). In recent years, advances in semiconduc.
tor technologies, have led to the realization of devices

Proper treatment of scattering processes such a whose spatial dimensions are on the same scale as the
charge.carrier-phonon coupling is crucial for accurate thermal deBroglie wavelength of the charge carriers.
modeling of the electronic properties of semiconduc. These devices exhibit behavior that is either influenced
tor devices. A powerful and conceptually appealing or governed by quantum interference effects, and they
treatment of carrier.phonon coupling is provided by must be modeled accordingly. Further, on the ultra-
the Feynman Path-Integral (FPI) formalism of quan. small spatial and temporal scales at which these devices
turn mechanics.' 2 The power of the FPI formalism operate, the semiclassical treatment of carrier-phonon
in treating coupling processes was demonstrated first scattering as spatially localized, instantaneous events is
in quantum electrodynamics (QED), 3 but soon its ad. of reduced value. However, despite the fully quantum
vantages in the- formally similar treatment of carrier- mechanical nature of the FPI formalism, there has not
phonon coupling in semiconductors also was realized' been widespread application of it to the study of the
and, since, several analytic FPI.based studies of the electronic properties of these ultrusmU structures. De-
electronic properties of bulk semiconductors have fol. spite it's conceptual advantages, application of the FPI
lowed (for example, References 5-10 and references formalism poses significant pr, .tical problems. For an-

0749-036/89/070233+ 12 $02.00/0 0 1989 Academic Press Limited
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ABSTRACT

The Heterojunction Bipolar Transistor (HBT) is not a new device. In the late 1940's W. Shockley'
gave the basic ideas and, about ten years later, H. Kroemer 2 published the first paper to show thepromising advantages of this new structure. The first device applications have been demonstrated inAlGaAs/GaAs materials, taking advantage of the natural lattice match in this system. Currently, high,
performance GaAs-based HBTs have been reported and the InP-based transistors are still promising. Inthis paper we will review the reasons why this device has required more than forty years of development
and what its future can be in the InP-based materials systems.

1. INTRODUCTION

In bipolar transistors the main current is carried by electrons injected into the base by the emitter-base
junction and collected by the base-collector junction. There is a transistor effect if the collector current isnearly equal to the emitter current. Unfortunately, electron injection (Jn) into the base accompanies hole
injection (J) into the emitter creating an additional parasitic current. Because the current densities in the
homojunction, or Classical Bipolar Transistor (CBT), are given by the Shockley formula for short base
diodes, the injection ratio (JiJJn) depends on the ratio of base (NA) to emitter (ND) doping levels:

__ NA
n CBT ND (1)

"n order to obtain an injection ratio small enough for significant current gain, the CBT must have a muchhigher doping level in the emitter than in the base. Thus, the CBT will have a high resistivity base. Thishas various well known negative consequences on the behavior of the transistor (Early effect, reduction of
fmax, etc.).

In contrast, in the first approximation, the energy discontinuity in the HBT emitter-base heterojunction
introduces an additional term to the injection ratio equation:

5 P ) CBT (n) HBT (2
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MONTE CARLO STUDY OF
BALLISTIC AND QUASI-BALLISTIC

TRANSPORT IN SEMICONDUCTORS*

J. L. Pelouard,t H. P. Beloa and M. A. Littlejohn

Electrical and Computer Engineering Department
North Carolina State University

Raleigh, North Carolina 27695-7911

Monte Carlo-generated velocity distribution functions have been utilized to devtelop criteria to

classify electrons contributing to non-stationary transaport ins semiconductors. These classifies-

tions are given in terms of ballistic, quaiiballisic and velocity. relazed electron Populations. An

analytical model has been built which describes these populations. While the result, have bken

obtained for GaAs planar-doped barriers, we believe that the definitions and concepts aft valid

in a more general sense. To support this proposition, jomnt aspects of InP baised hoterojunction

bipolar transistors will also be discussed,

1 Introduction

In 1985, two groups reported experimental evidence for hot electron transport in tLarrier

injection devices 11,21. These and later results established the existence of a pea~k In the elec-

tron energy distribution function at the barrer injection energy (3,41. This peak, observable a

significant distance from the barrier, was attributed to ballistic transport in both homojunction

planar-doped barriers and heterojunction barriers.

Recently, Hess and lafrate explored these results in an effort to elucidate further the pro-

cesses of ballstic transport and velocity overshoot t'51. They developed definitions for these terms,

classified the basic experimental results, and concluded that, while the basic physics of balstic

transport is well understood qualitatively, much quantitative work remains to be dtone, especially

with respect to device applications.

The purpose of this paper is to investigate transport in the base region of GaAs planar.

doped barriers used as ballistic launchers. Our results expand the definitions Of ""ae and IaIfate

and further classify electrons in the velocity distribution function as to their role in ballistic and

quasi-ballistic transport in semiconductors.

'This paper is is Anal fornm and no versiom of it wil be submitted for pablicatiom ewsv~ofo
tCarient addruss: Labotatoire de Miciostzsactures et de Microulectrooique (L21.CNRS), Jo A,,. H1. Rnvi,

92220 flagaieu, fiasco.
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The application of Path.Integral Alonte Carlo (PIM C) method. tod the study, of the electronic prop.

erties of ultraimall devices is discuised. First, as an introduction, the advantages of the Fewnmmrn

path-integral (MP) formalism for this application are described. Next the FPI formalism itself

is reviewed briefly. Then, a practical P!MC method for modeling equilibrium conditions in these

devices is described. Last, lacking a nonequilibrium PJMC method proven widely applicablq to

ullrasmall device modeling, various basic approaches and their limitations are described to euhi bit

the fundamental problems yet to be overcome.

I Introduction

Proper treatment of scattering prevesses such as charje-ca-.rier-phonon coupling is crucial

for accurate modeling of the electronic properties of semniconductor devices. A powerful and

conceptually appealing treatment of carrier-phonon coupling is provided by the Feynrian Path.

Integral (FPI) formalism of quantumn mechanics (1,21. The power of the FPI formalism in treating

coupling processes was demonstrated first in quantum elect rody n mics (QED) 131, but soon its ad-

vantages in the formally similar treatment of carrier-phonon coupling in bulk semiconductor$ also

was realized (4]. Further, the reduction in device sizes to dimensions on the order of the thermal

de Broglie wavelength of charge carriers offers few conceptual difficulties for the fully quantum

mechanxical FPI formalism, while greatly reducing the value of the semiclassical treatment of

carrier-phonon scattering as spatially localized, instantaneous events. However, the reduction of

device dimensions does pose great practical problems to application of the FF1 fornialigm. For

*This paper is in l~A! form and no version of it wil be submitted for publication elsewhere.
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HYDRODYNAMIC HOT-ELECTRON TRANSPORT
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ABSTRACT

A hydrodynamic hot electron model is used to study electron transport through a submicron N + - N - N + GaAs
structure. This study is ued to investigate improvements which the unique features of this model offer to analysis
C. devices operating under nonstationary transport conditions. The model is based upon semiclassical "hydrody-
namic" conservation equations for the average carrier density, momentum and energy. The general model includb

article relaxation times, momentum relaxation times, energy relaxation times, electron temperature tensors and
heat flow vectors as a function of average carrier energy for the r, Y and L valleys of GaAs. For this study, we
utilized a simplified single electron gas version of our model to clearl:. :eal the impact of the nonstationary terms
in the model. Results from both a drift.diffusion model approach a a Monte Carlo analysis are used to show
the relative accuracy and facility this new model offers for invest. ing practical submicron device structures
operating under realistic conditions.

KEYWORDS

Hot.electron; hydrodynamic ttansport model; Monte Carlo method; nonequilibrium transport; nonstationary
transport; self.consistent potentials.

INTRODUCTION

Recently, there has been a growing interest in the use of hydrodynamic conservation models to study electron
transport (Goldsman and Frey, 1988; Sandborn, Rao and Blakey, 1989). The impetus for choosing this approach
is very clear. Hydrodynamic models have the ability to include nonstationary effects (He.s and lafrate, 1988)
and hence are superior in physical detail to simple drift.diffusion models. Also, while Monte Carlo methods can
easily incorporate complicated band structure and detailed scattering rates, hydrodynamic models require less
computation time to generate solutions and possess macroscopic terms which offer greater physical insight and
intuition. However, there has been some question as to the accuracy of these models as opposed to Monte Carlo
methods due to the inherit neglect of ensemble effects (Crandle, East and Blakey, 1989). In this paper, we present
the results for a transport study of a submicron N + - N - N GaAs device structure to evaluate the importance of
the nonstationary terms in our new hydrodynamic model. Features of this study include : (1) The incorporation
of self-consistent potentials by the simultaneous solution of the conservation equations ad Poisson's equation. (2)
The incorporation of realistic boundary conditions on the device's active region by including an exact doping profile
for the entire structure and applying boundary conditions to the contact points of the N + regions. The multipoint
nonlinear boundary value problem tht results from applying the transport model to the device structure is solved
using an efficient local nonlinear solver combined with a perturbation.in-doping based continuation method. The
tlectron transport results are compared to results from both a drift.diffusion model and a self-consistent ensemble
Monte Carlo analysis of the same GaAs device structure.
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ABSTRACT

The effects of spatial localization of phonons or their correlation functions to finite distances in alloy semiconduc-
tors on polar optical phonon scattering of hot carriers are modeled analytically. Despite the possibility of increased
numbers of carrier-scattering-active phonon modes, it is demonstrated that phonon localization in alloys should
have little if any effect on the total polar optical scattering rate for charge carriers coupled to equilibrium phonon
populations. Further, it is demonstrated that phonon localization may have a beneficial effect on hot carrier
transport by reducing the possibility of exciting nonequilibrium phonon populations. These results are obtainqo
ithout assuming any specific functional form or degree of phonon localization; rather, calculations rely on the

inherent orthogonality and mathematical completeness of the classical vibrational modes over the crystal lattice
degrees of freedom.

KEYWORDS

Phonon localization, polar optical phonoa scattering, Fr6hlich coupi . hot electron transport, alloy disorder.

INTRODUCTION

Alloy scattering of charge carriers, the scattering of carriers due to the aperiodic arrangenrc-tt of atoms in alloy
semiconductors, long has been recognized as a significant carrier scattering process in these materials (for example,
Littlejohn and colleagues, 1978 and references therein). More recently it has been recognized that alloy disorder"
similarly may affect phonons: In addition to either one- or two-mode behavior depending on alloy type and pos-
sibly composition (for example, Barker and Sievers, 1975), Raman light scattering studies of the phonon spectra
of alloy semiconductors A,3-,,C exhibit broadening and asymmetry in the Raman line shapes that has been
ascribed to spatial localization of the phonon modes or at least their correlation functions (Jusserand and Sapriel,
1981; Krabach and colleagues, 1983; Paranthal and Pollak, 1984). in theory, as a consequence of the Heisenber
uncertainty principle, the localization of optical phonon states leads to a bretkdown in the usual f = 0 Raman
selection rule for the phonon crystal momentum, allowing photon coupling to phonons with a spread of nominal
f -alues, and with a corresponding observable spread in energy values. Parayanthal and Pollak (PP) (1984),
assuming a Gaussian form for the localization, have calculated correlation lengths based on the degree of observed
broadening in the Raman lines of as little as 62 and 80A for the A.4.-like and GaAJ-like modes respectively
in an Al4sGio.sAs alloy sample, values representing significant spreads in the crystal momentum of the Raman
active phonon modes. These observable effects of alloy disorder in semiconductors on photon-phonon coupling
suggest that alloy disorder also may have a significant effect charge.carrier-phonon coupling - in addition to
representing a significant carrier scattering procwos unto itself. Recently, however, Kash, Jha and Tsang (KJT)
(1987) studied alloy hot-electron-optical-phonon toupling both experimentally in two-mode AlGal.,A alloys
and one-mode n, Ga1|.4A alloys using picosecond time-domain pump-probe Raman techniques, and theoretically
for polar (Fr5hlich (Fr6hlich, 1954)) coupling in the formr allowing for variations in the phonon frequencies and
and polarization strengths of the the two branches of the longitudinal-optical phonon spectrum as a function of
alloy composition z. In contrast to the observable effects of alloy disorder on photon-phonon coupling, their exper-
imental measurements of the lifetimes and sizes of small nonequilibrium phonon populations in these alloys exhibit

1387



IEEE PHOTONICS TECHNOLOGY LETTERS. VOL. 2. NO. 2. FEBRUARY I9M 0 125

Intrinsic and Extrinsic Response of GaAs Metal-
Semiconductor-Metal Photodetectors

WACLAW C. KOSCIELNIAK, JEAN-LUC PELOUARD, AND MICHAEL A. LITTLEJOHN. SEIOR MEMBER, IEEE

Abstract-GaAs metal-semiconductor-metal (MSM) photodetectors TiPtAu Metalllzation
have been simulated using a self-consistent Monte Carlo (MC) method.
Intrinsic device properties are discussed in terms of MC electron and hole At Schottky Contact
transport under low illumination intensity. Parasitic circuit elements are
then introduced to more closely model realistic devices using the MC h

results in a circuit simulator. Intrinsic devices with 0.5 and 1 jsm spacing
between fingers are dominated by stationary high-field transport. Surpris-
ingly, full-width-half-maximum (FWHM) of 0.5 and I Am detectors %ith
parasitics is 4.3 and 3.8 ps. respectively. However, the I Mm detector
exhibits a long hole tail and transient oscillations. Thus. FWHM results
(and intrinsic device response) can be inadequate predictors of ultimate

t~ Eitexhla Layer

frequency response and scaling behavior. However. an estimate of
maximum repetition frequency gives fI, = 92 GHz for the 0.5 m Photolve Rtoon
device, consistent with experimental data.

S.1. GaAs Subsutte

ECENTLY, rapid progress in GaAs metal-semiconduc- (a)
tor-metal (MSM) photodetector performance has been 0.0

achieved [11-[3]. The fastest reported M SM detector has an MS Photodt ctor 0intrinsic bandwidth of 105 GHz (31, competitive with other >V Iat V
Schottky photodiodes [41, [5]. However, the MSM photode--
tector is better suited for monolithic integration [61-91.

To design MSM photodetectors with a required bandwidth c

and responsivity, one must identify performance-limiting I
factors. These factors include intrinsic transport of photoexci-
ted carriers between electrodes and transmission line effects 0.5 VM
(parasitics) of the contact ingers. Ideally, a coupled field 0
equation/transport equation model is needed to accurately
simulate these factors. Such a model is very computer .0.00 . , 0.75 1.0

intensive and difficult to interpret. Distance (pm)
We have used a self-consistent Monte Carlo (MC) model to (b)

simulate intrinsic transport and a lumped-constant circuit Fig. 1. (a) Schemaw: ,tructure ot a high.speed GaAs MSM photodetector.
model for parasitics. The MC results are used as an input for The finger width, nd intertinger spacings are either 0.5 or I Am. The
SPICE simulation of the circuit model. This approach is photodetectors w rit a 0.5 and I Am interfinger distance have 11 and 6fingers. respective-, tb) Energy band diagram of photodetectors at a bias
relatively easy to implement. However, the interpretation of of I V.
the results depends critically on the parasitic lumped-constant
circuit parameters. The purpose of this paper is to present new GaAs (Nd = 5 < 1014 cm- 3 ) simulates devices processed
simulation results from an MC study of MSM photodetectors either on epitaxtal layers or semi-insulating substrates. The
with 0.5 and 1 pm fingerspacings. A modified parasitic circuit contact barrier heithts (0.78 eV and 0.65 eV for electrons and
gives good agreement with recent experimental data for a holes, respectively) are much larger than kT. Thus, current
device with 0.5 pm interfinger spacing. injection from the contacts is negligible.

The structure of the photodetector with planar multifinger The MC algorithm has been previously described in detail
(Al) contacts is shown in Fig. 1(a). Unintentionally doped [10]. A 10 fs time step is used in the simulations reported here.

Manuscript received April 24. 1989; revised October 17. 1989. Since it is longer than the electromagnetic wave propagation,

W. C. Koscielniak and M. A. Littlejohn are with the Pepartment of this value is small enough for accurate numerical analysis yet
Electrical and Computer Engineenrng. North Carolina State University. long enough to retain validity of Poisson's equation. This is
Raleigh, NC 27695. indicated in the calculated conduction band profiles shown in

JL-L. Pelouard is with the Laboratoire de Microstructures et de Microcec. Fig. 1(b). The maximum density of photoexcited carriers is
cronique (CNRS). 92220 Bagneux, France. Fi.b . ah aiu est fprexcie flcations of

IEEE Log Number 8933548. 1.3 x 1014 cm- ". which prevents appreciable fluctuations of
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The linear-chain approximation is used to calculate the spectrum of confined longitudinal-
optical (LO) phonon fre -uencies in short-period strained-layer superlattices. The frequencies
for confined LO-phonon modes are reported explicitly for the case of GaAs/GaP short-period
strained-layer superlattices grown in the (001) direction. These results are compared with the
few existing experimental measurements for such superlattices.

I. INTRODUCTION perlattices by Jusserand et al'0 and Santos et al.,13 the
Recently phonons in semiconductor heterostructures GaAs/InAlAs superlattices by Nakayama et al.," and the

have received much attention. These efforts are due, in part, GaAs/GaP superlattices by Armelles et al, " These experi-
to the fact that scattering by the longitudinal-optical (LO) ments clearly exhibit the Raman shifts due to both strain and
phonon modes is an important energy loss mechanism for a confinement. In the analysis of experimental data, the con-
wide variety of 111-V semiconductor devices.' Raman scat- tributions by these two effects are in general treated sepa-
tering measurements have been used to study the properties rately considering one effect at a time. This approach is read-
of phonon modes in quantum wells and superlattices. 8 The ily justifiable when the mismatch is not large stch as in
binary GaAs/AlAs superlattices have been experimentally GaSb/AlSb systems (less than 1%). However, as the strain
investigated most extensively due to the simplicity in analy- becomes sig, :icant (such as in GaAs/InAs systems where
sis (compared to tenary GaAs/AIGaAs superlattices) and the mismatL ,s approximately 7%), the coupling between
the material familiarity. " In these structures, phonon two effects - iy becomes non-negligible. It is, thus, neces.
modes propagating along the direction normal to the hetero- sary to stud, he importance of the c6upling effect, and de-
junctions are observed to have two different types of charac- velopa mod which can directly predict phonon frequencies
teristics: The phonon modes in the acoustic branch are prop- in this situation.
agative across the heterojunctions and, as a result, are In this paper we present a model for determining the
"folded" into the reduced Brillouin zone,2 while the modes frequencies of confined LO phonons in strained-layer 111-V
in the optical branch are "localized" in each layer leading to superlattices grown in the (001) direction. A discrete (rath-
descriptions of confined modes or slab modes.' In addition, er than continuum) approach based on a linear-chain model
the localization of phonon modes near the heterojunctions is applied. The frequency shift arising simultaneously from
leads to the well-known interface modes.' Furthermore, it is both confinement and strain is accounted for by properly
suggested that the Raman frequency shifts for confined LO- modifying the force constants to incorporate she strain ef-
phonon modes can be used as a means to determine the bulk fects into the linear-chain model. For a specific example, the
phonon dispersion relation (i.e., the equivalent wave-vector frequency shifts are calculated for GaAs/GaP short-period
model) 4 and as a probe to characterize the quality of inter- superlattices, and compared with the existing Raman data of
faces.' The frequency shift due to confinement has been ana- Armelles et al.'5 for the lowest order confined LO modes.
lyzed theoretically as well. The results obtained by a simple Our model will be of importance in the strained-layer struc-
linear-chain model show a remarkable agreement with ex- tures when the strains have to be estimated rather accurate-
perimental data except in the monolayer superlattices? In ly: The diagnosis of heterojunction interface quality' is one
more detailed analyses, the phonon dispersion relation is cal- example, and the study of carrier transport is another. Since
culated in a plane parallel to the heterojunction. 9"1I the strains in individual layers modify the intrinsic physical

The advent of strained-layer (i.e., pseudomorphic) properties such as band structures, 6 the strain-induced ef-
structures adds an interesting effect on the confined phonon fects can be applied to tailor the device structures for a possi-
modes. The mismatch in lattice constants subjects these ble reduction of carrier-LO-phonon interactions."
structures to the biaxial stress, and results in the strain-in-
duced shifts in optical phonon frequencies. The measure- II. MODEL
ment of Raman shifts for strained-layer quantum wells and Figure 1 shows a typical schematic drawing for the lin-
superlattices has been accomplished for a relatively small ear-chain model in a superlattice. As can be seen in the fig-
number of Il1-V systems; most notably the GaSb/AISb su- ure, the z axis is chosen as the growth direction of the lattice
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Dark Current Characteristics of GaAs
Metal-Semiconductor-Metal

(MSM) Photodetectors
WACLAW C. KOSCIELNIAK. JEAN-LUC PELOUARD. ROBERT M. KOLBAS. NAMtBER. Ih.-.F..

AND MICHAEL A. L.ITTLEJOHN. SENIOR MEMBER. IEEE

Abstract-We present calculations of the electron and hole compo- following, we discuss a one-dimensional model for deter-
nents of dark current in a GaAs metal-semiconductor-metal (N1SM) mining the electron and hole components of the dark cur-
photodetector. A quantum-mechanical model i% de~eloped that de-
scribes the electron and hole transp4)rt behavior in the contait region% o c
%hich is used to determine dark current as a function of electric field, dependent Schr6dinger equation with thermionic emission
The model reduces to a conventional thermiunic emiiion model if an models. The calculations are compared with data from
ideal barrier transmission coefficient is assumed. In order to a,e, the fabricated devices, and good agreement between theory
accuracy of the model. photodetectors have been fabricated and tested. and experiment is obtained. Also, suggestions for further
Theoretical calculations and experimental data are compared and good extension of the model are given.
agreement is obtained. Possible modifications to enhance the usefulnes e
of the model are discussed.

II. DEVICE FABRICATION

A schematic diagram of the experimental photodetector
I. INTRODUCTION is shown in Fig. 1. The multifinger pattern was fabricated

G ALLIUM ARSENIDE (GaAs) metal-semiconduc- on a high-purity. undoped substrate. A standard lift-off
tor-metal (MSM) photodetectors have recently been process (chlorobenzene-soaked positive photoresist) was

used to detect ultrashort optical pulses [ I. With a planar. used to delineate 4000-A-thick Al fingers. Shortlybefore
interdigitated pattern delineated by electron-beam lithog- Al deposition. the native oxides were removed by immer-
raphy. an intrinsic detector bandwidth in excess of 100 sion of the sa' "les in I HCI: I HO. A recess, approxi-
GHz has been achieved (2]. Increased research in this area mately 600 A cp. was etched to remove any photoresist
is stimulated by possible development of ultra-high-speed residues betwc, i fingers. Etching was performed in a so-
monolithic optoelectronic integrated circuits (IOEC's). in lution of 3 H.1 ): 1 H,O,:50 H,O followed by a short
which the MSM photodetector would serve as an input immersion in I ICI: 14,0. Our experiments indicate that
device for optical signals and would be followed by a sig- the recess is likely to be responsible for a relatively high
nal processing circuit. Applications of such circuits for breakdown voltage of 80-120 V obtained in the best de-
telecommunications and optical data processing are fea- vices. Experimental results are presented for photodetec-
sible in the near future, especially sincemonolithic inte- tors with 3-5-cm distance between fingers and an active
grated amplifiers operating up to 60 GHz have already area of 83 um x 83 lcm or 100 um x 100 um. suitable
been demonstrated [3]. for coupling to multimode optical fibers.

To better understand major factors limiting speed per- Simultaneousl. with the photodetectors. Al Schottky
formance of this detector, detailed numerical simulations diodes (square,. 7.5 x 10-' cm2) were fabricated on
have been undertaken by the present authors 141-161 and Si-doped (2 X 1017 cm- ) substrates. Earlier. Au-
others (21. In order tO achieve a large signal-to-noise ra- GeNi/Au ohmic contacts were alloyed to the back sides
tio, detectors with low dark current and low noise are re- of the n-type samples. The barrier height (0,, = 0.75-
quired. However, only basic aspects of dark current of the 0.77 eV) and the ideality factor (n = 1.04-1.05) were
MSM photodetectors have been addressed [71-[91. In the determined from I-V characteristics of these diodes. The

near-unity ideality factor indicates a high-quality Al-

Manuscript received May 23. !989: revised Februar, 5, 1990. This %ork GaAs interface and absence of native interfacial oxides.
wa, supported by the Otfice of Naval Research. Arlington. VA. ind by the This information is important since we neglect the native
Strategic Delense Initiative OrganizationlInnovative Scence ind Technol- oxides in the model development. In addition, the change
ogy through the AmWy Research Offie under Contract DAAL.I3-87.KO051

W. C. Koscielniak. R. M. Kolbas. and M. A. Littlejohn ire ith ihe in /-V characteristics upon various annealing temperature
Department of Electrical and Computer Engineering. North Carohna State cycles up to 470'C was measured in order to obtain ad-
University. Raleigh. NC 27695. ditional information about the nature of the metal-semi-
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VARIATION IN FREQUENCIES OF CONFINED LONGITUDINAL-OPTICAL
PHONON MODES DUE TO CHANGES IN THE EFFECTIVE FORCE

CONSTANTS NEAR HETEROJUNCTION INTERFACES
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A linear-chain model with variable force constants for the couplings at heterojunc-
tions is used to calculate the spectrum of confined lontirudinal-optical (LO) phonon fre-
quencies in a short.penod strained-layer superlarttce. Even for the case of a superlatice
with only two atomic monolayers in each superlamce layer, it is demonstrated that the
frequencies of contined LO-phonon modes are only weakly dependent on variations in

interfacial force constants.

I. Introduction tern where such effects should be large. In particular, fre-

quencies of confined LO-phonon modes are determined
Phonons in semiconductor heterostructures have for a GaAs/GaP short-period superlattice with two mono-

received much attention, These efforts are due. in pan. to layers per superlattice layer. It is found that varying inter-
:he fact that scattering by the longitudinal-optical (LO) facial torce constants by values as extreme as 10% results
phonon modes is an important energy loss mechanism for in only about a 2% change in the frequencies of the
electrons in a wide variety of III-V semiconductor dev- confined LO-phonon modes. As a practical matter.
ices.' In addition. Raman scattering measurements have changes in the frequencies of confined LO-phonon modes
been applied to study the properties of phonon modes in will generally be considerably less than 2% since in most
quantum wells and superlattices.-" Recently. Raman superlattices and quantum wells the ratio of the number of
spectra have been used to characterize monolayer varia- bonds ,at interfaces to the number of bonds removed from
tiot in the thicknesses of quantum wells 8 In the analysis interfaces is less than for the two-monolayer per laver case
and interpretation of Ranan data for confined LO-phonon examined herein.
modes, it is convenient to model the confined LO modes
as modes in a uniform isolated dielectric slab.S' Such 2. Linear-Chain Model
an approximate model is based on the assumption that 'ilh Variahle Interfacial Force Constants
atomic force constants at heterojunction interfaces are
identical with those of the bulk or of uniform pseu- In order to introduce the basic properties of the
domorphic layers. In this paper, the effect of varying linear-ham model used in this analysis, we will consider
force constants at the heteroiunction interfaces of a initially the case where interface effects are absent.
strained-layer, short-period superlattice is analyzed by Figure I depicts a sthematic for the linear-chain system
using a linear-chain model to determine the corresponding used to study the role of force-constant variations at
.hanges in the frequencies of the confined LO-phonon heterolunction intertaces. The z axis is chosen as the

modes. In the studies reported herein, a superlattime with growth direction ot the lattice. Hence. for the longitudinal
only two atomic monolayers i each superlattice layer is niodes ot interest, the atomic displacements are in the z
modeled in order to determine the uiportance of perturba- direction In the absence of strain, the force constant in

tions in heterojunction intertace force constants for a sys- each laser is estimated based on the frequencies of the
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